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ng (LP) as planning of allocation

Define linear programming v/ -
resources t0 obtain an opum:.ll resl% egualities in one variable and represent
Find algebraic solutions of linear inegq

them on number Line.
Interpret graphically t
Determine graphically t
inequalities of non-ncga
Define

o * linear programming problem,

e objective function,

s problem constraints,

s decision variables.

Define and show graphically the feasible region (of
LP problem.

Identify the feasible region of simple LP problems.
Define optimal solution of an LP problem.

Find optimal solution (graphical) through the following s
establish the mathematical formulation of LP problem,

construct the graph,

identify the feasible region,

locate the solution points,

evaluate the objective function,

select the optimal solution,

verify the optimal solution by actually substituting values of va
from the feasible region.
Solve real life simple LP problems.

he linear inequalities in tWo variables.
by up 10 3 simultaneous linear

region bounded .
h:ve %m‘inblcs and shade the region bounded by them.

solution space) of an

riables
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91 Introduetion

- = o

resources in a best possible manner with the:view to minimize. cost of production -

- _and maximize profit, The limited resources may be in the form of capital, labour, .

..m.nnw.‘:fyf, u_rn.::1 .m"-'“if_’o"‘.‘"-". n'i‘uch,ine_;__Fﬂpﬁc'll}'{ctc. The linear programming is - the
mathematical method used in decision making in business to maximize the profit

or minimize the éxpenditure subject to certai icti i
T min : s in restrictions which are a res
limitations on resources. ) oot

.Tpe term ;_Jrogramming means planning and refers to a process of
determining a pa_rucular program. The term linear means that all relationships
involved in a particular program which can be solved by this method are linear.

Thus_linear programming is a method for solving problems in which a linear
function (representing, cost, profit, distance, weight etc.) is to be maximized or

minimized. Such problems are usually referred to as optimization problems or
more commonly known as linear programming problems.

The theory of linear programming is a fairly recent advancement in mathematics.
It was .dcvelopcd over the past four decades to deal with the increasingly more
complicated problems of our technological society.

Linr:ar programming (LP) is planning of allocation of limited resources to
obtain an optimal result.

0.2 Linear Inequalities

Recall that an inequality is a statement that one mathematical quantity is less than
(or greater than) or less than or equal to (or greater than or equal to) another
quantity. Thus, if @ and b are real numbers, we can compare their positions on the
real line by using the relations of less than, greater than, less than or equal to, and
greater. than or equal to, denoted by inequality symbols <,>.< and = respectively.

TilB fnl}owiﬂg table describes both algebraic and geometric interpretations of the
inequality symbols,

i i“l;r State
a<b a is less than b
a>b a is greater than b a lies to the right of b.
ash a is less than or equal to b a coincides with b or lies to the left of b.
azb a s greater than or equal to b | a coincides with b or lies to the right of b.

Mathemaﬂcsdﬂ
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shall consider 1 .
se inequalit

In this section, We inear inequalities in l{mc variable ang
g ' i aphically.
ables. We hall also interpret the ies grap y

two vari
9,2.1, Linear inequalities in one variable St
ﬁlequalities of the form ax < b, ax = b ax > borax - W 31’; .ﬂ:t 0, b are
“constants are called Jinear inequalities 11 one variable or first degree
{nequalities in oné yariable. . ‘
For example, X < 22 2 s6,4 - 3x>-1-%2x+ 5 > x -3 are linear inequalities in
one variable. .
one variable x are the values of x

ar inequality in

set consisting of all solutions of the linear

The solutions of a line3
the linear inequality. The

which satisfy
inequality is called the solution set.
For example, the solution set of the linear inequality x > 5 consists of all
values of x that are greater than 5. _
me way as we solve a linear equa'nun_

near inequality in the sam!
Following are the steps involved in solving a linear
Step I Shift all terms containing x on one side of the incquality.
Step IT Shift all other terms on the other side of the inequality.

Step IT1 Simplify the resulting inequality t© find the values of x.

Example 1: Solve the linear inequality x— 3 > 0.
Solution: Since the only term containing x is on the left side, we need to shift the
constant term to the other side. To do this, we add 5 10 both sides and then
simplify. x-5>0
x-5+5>0+ 5
x5

Thus, the solution of the inequality are al
The solution set = { x: x€lR and x> 5}
The solution set can also.be written alternativ
Example 2: Solve the inequality 3x -2 =8 + 5x

obtain the

Solution: To solve the given linear inequality, we use step (D—(1D) to
following equivalent inequalities. o B
G 0% 4 58 Did You I{nu

(3x—2) - 5x 2 (8 + 5x) - 5x When both sides of an inequality are multiplied
Ix-228 by a negative number, the order (0r sense) of
(-2x-2) +228+2 the inequality is reversed, that is from
<to>, from <to >, from >to < or from zto%

We solve ali : g
inequality in one variable.

1 values of x that are greater than 5.

ely in the form of interval (5, %)-

Mathematics-XI
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-2x=10
1
— (=2 - !
[2}( ]z[ 2}“0],
-
x<-5 Thus, lhesolutionsct:{x:inRandx‘:—S} (
. = = (—oa, —5]

(Hlﬂ‘e ! !:)

In the aboveé graphical
; representati i :
the real line, the o ion of linear inequalities i i
S belong 10 SDluEf:i i‘;fzsg?‘dcgilcwclc at the Poir?tui‘:mlgil::t:; ‘ljl:t ::nabte ¥
: - The filled i ; :
the point belongs to the solution s::l in (shaded) circle at the point iﬁdﬁg:tl;: ;e:t

The solutions of linear i
508 r inequalities j i
on the real line in‘the following eXalrIl}np?:; variable are graphically represented

(i) 3 o I e |
e —t—t—t—}—b—}—0—>
G) » B 13
S B e s !

TR S o R T T
T o o G S
= = e =
B & 2 70 l1 T
T TR T . o l“""*—~4-—v+—t—-—>4
: I

< R O S [

9 2.2. Ll]leal e n two var |D|E',5
.
1 qua]ltles 1 t 0 1a

A linear i i
inequality in tw :
h k WO var : .
following forms. ables x and y is an expression of one of th
e

i  ax+
i by<ec (i) ax+by>c
v.}lle 120+ B0 (iv) ax+byz

here a ; e

= U/ 1n the above i iti < e
P vm bove inequalities, the ing i it
For em:p;’ _“?'ng linear inequalities in one v'l?i:};(l:cresmmg s G
: ple, (i) 3x<2 (i) 4 i) x— 2y = .
mmequalities, In e “,) x+320 (i) x-2y>1 ()5 i
85 Vi s&x;lgles}l (Il') and (ii) are in one variables wlzjl;('i}ii?yaidl(?‘r; .
it s 3. ach linear inequality in twi i e
B g 3 o variables x i i

St quation in two variables x and y called th o e
F ok e associated or corresponding

or exam . ;

ample, the associated equation of ax + by 2cisax + by =c¢ (
y2eisax+ by = Covvvecrennnne 1)

To fir
d the as i 1 arl 1My
ssociated equation of a linear ine Uﬂ.lﬂy in two v iables, si pl
q q s ¥
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: I our-later work we wi]|

45 L o Sy Iofineq—u‘ality' b el
substitute an “equals” Sign for the s}'mb“’_;bles represents straight line. .~ .~

. . ars iy in fivo vard
see that the 1lljcqr equation UL‘;‘ g bets,-which when substitued:
set of an inequa '

The solution :« the set of all num
i P e

fore the variable- (or variable.@ in. mcl:in:cttslusolufian px

" gtatement. To solve an inequality 15 to find 1 lut

' ' i Variableés

Two

Graphing Inequnlltiesin . _ % |
9:12'1. P alities are closely related to linear equations, graphing them is
Since lLinear inequ hing linear equations. The graph of a linear equation of the
Vfoer:r' s:nl_l:a;JIO g::s a line which divides the plane into disjoint regions as stated

max + by = |

below.
(1)  Theset of ordered pairs (%, y) su

set of ordered pairs (x, y) su

chthatax + by < ¢

tax + by >c.
@ The ch that ax y =

The regions (1) and (2) are called half-planes. ?
The liI:E ar + by =¢ that divides the p]EII'lC 15 Boundary axv+in=c
called the boundary of both half planes. :

(See figure 9.1). If the ’noun{?ar?‘ line is jlthal?; ™ A ;:;! F; £y
included in either plane then it 18 called |above the line ket 4
closed half plane. Since & plane has axtby =¢ ; acby=c |
infinite length and breadth, it cannot be / 0

completely shown by a figure. Only a

segment of the plane has been shown in I —

the figure. ; Figure 9.1

into left and right half-plancs while a
into upper and lower half-planes.
dered pair of real

A vertical line divides the plane
non-— vertical line divides the plane

A Solution of a linear inequality in two variables x and y 1s an or

numbers (a, b) such that the inequality is satisfied when we substitute x = 4@ an

y=b. :
¥ < 5r

F"or example, the ordered pair (-1, 2) is a solution of the inequality 3x +
since 3(-1)+2=-3+2=-1<35 which is true.

The graph of a linear inequality in two variables x and y is th
pairs that satisfy the inequality. _ D

The graph of a single inequality, in more than two vaﬁableé, is a half-plane-

Mathematics-}ﬂ
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9,2.2.2 Procedure for G ' .
: _ raphin lear
To graph a linear inequality, we fgllllc.l:nﬁr e
* Step-1: . Replace the ine
Make the line solid if the ineq

in Two variabl
[}
quali the following procedure :
uality si’gn Wiﬂ’; 56 Ll o
ST equal si raw .l
: R quality in qual sign and draw the line.
inequality involves < or >, Y Involves <or'> , make the line dashed if the -

i

S b~ Sl

the test point into the original

Step-2: Choos . )
. _ ~hoose any point that i ;
is not on the line, it is the most appropriate chy the line as a test point. If the origin
—3: Z oice. |
Step-3: Substitute the coordinates of |
|
|

inequality. If the test poi =

; sl point satisfies the i i

includes the test poi ; the inequalit

line. point, otherwise, shade the hzlf—;ll):i‘n:h;f ihtheu:mlf—p]ane foat
¢ other sides of the

Example 3:  Graph the inequality 2x — 5y > 10 (Did Fou nas E

Solution: The associ e
5 St-:yaq;nriﬁled Lqualéf))n of the inequality i If a line intersects x—axis
¥ : at (a,0), ;

¥=cbs i (i) b tsoales

Graph the line (ii) b ; If a i ept of the line.
e e OAR) Dy Aieling de and. piutercspis TG R e

€ x— intercept, let y=0. - ( ,b), then b is called

To find y-intercept, let x=0. y-intercept of the line.

We have 2x-5(0) = 10
= x=5 =

and  2(0) -5y = 10 >

= y=-2 0

Therefi i
Th:l;nm-:’the' boundary line passes through (5 0) and (0, -2
v he|ssul1d because the inequality in:olve; 2 g
e choose O 3 i o
a5 ,;EU’O) as &'Iltest point, because it is not on the line (ii)
€ *=0,y=0into the original inequality . :
2x-5y 210 ‘
we get 2 (0) =5 (0) = 10
_ = 0210
which is not

Sillss i iI]lrue. '_I'hereforc the test point does not
half-p c({uahly, and so the solution is not the
The Ehdm: that includes the origin.
€ solution is the half-pl ini
s 4 8 alf-plane notc g
Orgin (see figure 9.2), p ontaining the
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Example4: Graph the inequality ¥ =¥ —4.

Solution: The associated equation O

)]
y =x-4 (1)

To find the x-intercept put y=0 in (i)
p=x-4=> *=

y>x—4

find the y—interccpl put x=0in (ii),

y=0- 4
= y=-4
Therefore the boundary line pa

Similarly to

sses through (4, 0) and

ause the inequality

(0, —4). The line is dashed bec
a test point, because

involves>.We choose QO (0,0) as

f the inequality is

it is not on the line (ii).
Substituting x = 0, y=0 into the onigin
=0>-4

al inequality
y >x—4 weget 0>0-4

which is true. Therefore the solution is the half-plane

that includes the origin (see figure 9.3).

9.2.3. Region bou
(i.e. System of Linear Inequalities in Two Variables)
Two or more linear inequalities together form a
system of linear inequalities. The graph of a system
of linear inequalities in two variables x and y is the

set of all ordered pairs (xr, y) that satisfy jérgpha

simultaneously each of the linear inequalities in the

system. Thus, the graph of a system of linear

inequalities can be obtained by graphing each
ineguality individually and then taking intersection

of all the graphs. The common region so obtained is

PR |
T

>
.(4.0)’..:};4

T L X
o .~

s
'

s
2 (0.~
ok 0-4) Figure 9.3

o+
s

nded by 2 or 3 simultaneous inequalities

e

s

i
it
o

A

L &
=
L
-
&
e
w0
i

called the solution region for the system of linear inequalities.

Not For Sale

_ The graph of the line x+ y=2is drawn by oktng, thie

Unit 9 I I_-'l_“-IT-II‘ ngrgmml“g

Example 5: Graph the s i
ystem of linear ipe iti
ual
S qualities.
x+y 2 2
Solution: Following the prok:cdure for

the line 2x — y= 4 is drawn by joining ¢ graphing linear inequalities, the graph of

(0,0) satisfies the inequality, so [h:f- Zc::;t; (2.{0) and (0, —4). The test point
inequality 2x — y < 4 is the upper half-plane inccl'ud'the {
the graph of the line 2x — y =4. The closed A |n'g
partially shown as a shaded region in Fisure 0.4 plane is

points (2,0) and (0, 2). The test pint (0, 0) does not

satisfy the original inequality, so the graph of the lml-"F‘ 9
inequality x + y = 2 is the closed half-plane not on the origin sid . “5
x+y=2. Tl.m closed half-plane is partially shown by shadin ingltr: Sti gl A
The solution region of the given system of linear ineqfalitie: i::g:?e ?j. i
figure 9.6 by the shaded overlapping region of the graphs y = aj:'Ed ¥
._shown in figure 9.4 and figure 9.5, The point (2, 0) is the B
fntersc-::non point of the graph of the system of
inequalities that can also be found by solving the
equations 2x -y =4 and x + y =2 )

Graph of
—{ Zr=ysd

Example 6: i i
I Graph the solution region of the following

system of linear inequalities in each case. Figure 9.6
2x-y = 4 x-2y < 6}
ﬂj x + y > 2 b} % + ¥ > 9
_,T+2J- < 4 x +2}‘ < 10‘1

i:l:ii;lt;:ti:; 'll'he graph of the inequalities 2x — y < 4 and x + y = 2 have already
. in .ﬁgurc 9.4 and figure 9.5 respectively and their solution region
P&ﬂlallly shown in figure 9.6 of example (5).
:::;2:::3 the prUccdu.rc fnr. graphing of linear inequalities, the graph of the
Y = x + 2y =4 is partially shown in figure 9.7.

The intersect: - 4
€ Intersection of the three graphs is the required solution region which is the

shaded triangular region ABC (including its sides) shown in figure 9.8.

Mathematies-XI
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¥

Figure 9.7 Figure 9.8

: ine x-2y=6 is
(b) . The graph of the line ¥-
the points (6,0 and (0,-3)- Since the b
satisfies the inequality X = 2y £ 6,. thusllhc grap F
x -2y 6 is the upper half-plane including the grap

drawn by joining
test point (0, 0)

T ey

%)
<y

e
Figure 9.9

of the line which is par‘r.ially shown by @ shaded region 1n }/
figure 9.9. ¥ e ’T
The graph of the lin¢ 2x +y = 2 is drawn by joining the :
points (1, 0) and (0, 2). Since the test Point (0, 0) does i ¢ -
not satisfy the inequality 2x +¥ >2, thus the graph of o \
is the closed half-plane which is shown ety :\ -
TN

2x+y=2 _
partially as shaded
The graph of the linex + 2y =
points (10,0) and (0,5). Since the
the inequality x+2y < 10, thus the graph
the lower half-plane including the graph of the line which

Y

is partially shown by shading in figure 9.11. g

The required graph of the solution region of the system is / 1?‘311

the shaded overlapping triangular region ABC (including __ 44 \ L i\x
1fiz%)

region in figure 9,10,

10 is drawn by joining the
test point (0,0) satisfies
ofx + 2y <10is

-,
Fy

Figure 9.10

r._.

R

./

its sides) termed by the three graphs as shown'in

figure 9.12.
In example (6), we see that the solution region of either

system is the shaded triangular region ABC as solution in

figures 9.8 and 9,12 respectively where A, B and C are
.the points of the solution regions, obtained by the
intersection of its boundary lines. Such points are

Figure 9,11

Not For Sale
Mathematics-XI
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termed as corner poi
Points or verti
ces of the s .
olution

region. i
g1 '].hl.ls, a point of a SO'],ItiD]] regi:)n whi
ere

tw i.t i
o] of IS bou"dalb llnf:S inletswl iS Ca"td a
e 1T .
cho[ﬂ pll t or a Vertex Df thE S(ﬂutiﬂn ]'cg-
|.::';:l ; 1011,
The mer pOlIllS of lhl: Sﬂlu!iﬂn IegiDI'I can hc

obtained b i
i : y solving the associated 5 d
linear inequalities in pairs, ed equations of f

/7]

F F i :
or example, in example 6 (a) the following three

corner points are obtained ; r
pairs. . ed by solving the associated equations of the i Figure 9.12
s e Ry

Associated Equations of Inequalities Kbk
2x-y=4, x+y=2 : Comer Points
21—}-’:4, __r+'2y___4 AI{Z‘O)
X+y=12, —X+2y=4 ggg,él}

,2)

The graph of a solutio i
n region of the sys i
ystem i iti
bounded or unbounded, The graph of the SOI:‘LJ:;“‘CH R ek
n

region is bounded if it ¢

some circle of ::?fi;:e;ttl;dlr:arz: E':::I?uoss':dh?mhin

f;?,l::,:i;, 1;h:: sclmlutinnlregion is unhnun:ec;}ci; hi?

= i ;::Ill?s::‘ In any circle how large its

is unbounded while di:]n]::ug),l;he g

?f;:p‘i ]?:t(l; systems (a) anr}j (b}(ig}t;c:zzdi?ll.umn

system of Ii'ne:::?l:i,h - S'Eﬂmion Bt e .

— lnequahucs and find théir ¢ in o

graph of the solution region is bounded G e
s e ed or not. *

x -3y <6

X 20 . -
2 : )
Solution: The associated : - . /{é
x

linear o equations
ar inequalities : of the B

e P = .
The gra;-:-l."(:sly =6 (1) and 2x- 3); =6 (Il)
ine (i) is drawn by joini .
(0, 0) satisfi y joining the points (3, 0)and (0,2 ;
~ - » 0)and (0, 2).Th
1es the inequality. Thus the graph of the inequality 2,1:; 3: Le;tiiotl]? :
= e

Figure 9.14
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» nc
Jower half plane i
shown as 2 shaded region in fi

line (1
mph Df the
il

aoh of the line- 9.14. )
grap by a shaded region in Fgurﬂf - including
shown )’h Ofx'P 0 is the nghl hﬂl p ¢ the linear Yy
o gm:. fth; line x =0 (the y-axis) O {ly shown 1 '
0 s

the gmp. > (. The graph of x2 0 is partid : given cio. 2] ,
inequality x= - Jution region of the b : '.-!

15. The solull ofthe . V7, J[ S—

in figure 9.1 he intersection
alitiesis the

system of linear inequ figure 9.13. figure 9.14 A Mo 3 \

,/ i Figure 9.16

Figure ‘J.IS ﬁ

aph partially shown in
:Tﬂdp ﬁgpure 9,15. This region st s
shaded overlapping region in (Flgut63 o
The comer points are A(0,-2), B(
s clearly bounded.

(0,2). The graph of the solution

region i

in each case

ion set
1. Solve the following inequalities and graph the solution
. So
' @ ~x+3<T @ ~-3x-254
Gi) x+ys2 (iv) x-3y>6

2. Graph the follc-wmg systems of linear inequalities.

or x —:’f E 1
(i) 2x =3y €12 } (ii) x4y 24

3x +2y <6 I
iy ey 4] 0y 2+ ys8
x+y23 > o
x2 0 yz210

Unit 9 | Linear Programming

3. Graph the solution region of thé following
the corner points in each case. Also tell

" unbounded. whether the graph is bounded or
(i) 2x + y <6 )  2r 2y >6
X +2y £ 6 X oy
xz20 Fesag

4. Graph the solution region of the following system of linear inequalities and find

the corner points in each case. Also tell whether 1he graph is bounded or -
unbounded.

(i) 2x +3y =12 (ii) 2x+y23
x+ y=z2 2 ' x - y=22

9.3  Feasible region

9.3.1 Define linear programming problem, objective function, problem
constraints and decision variables

As mentioned earlier, linear programming consists of methods for finding the
maximum or minimum value of a linear function in two variables of the form
f(x,y) = ax + by;a, belR,

where the variables x and y are subject to the set of conditions or constraints given
in the form of linear inequalities. In order to maximize or minimize the linear
function f(x, y) = ax + by, called the objective function, we need to find points
(x, y) that make the function largest (or smallest) possible. Such points occur at

the corner of the feasible region as the following theorem asserts.

“The maximum (or minimum) value of the objective function is achieved at one
of the corner of the feasible region.”
Many practical problems arising in the field of business, economics, the sciences

and engineering involve systems of linear inequalities. In such problems the
choice of values of the variables is not entirely free but subject to some

 Testrictions or conditions given in the form of linear inequalities. The

linear inequalities involved in the problem are called problem constraints. The
variables used in the system of linear inequalities relating to the problem are
non-negative and called non-negative constraints or decision variables.

Mathematics-X1
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the system of linear

The graph of the solution region gf
inequalities

x=2y<6
2x+y22 ¢
x+2y<10 Jution ;
i serve that the sO y 1 u
is given in (Figure 9.17) We ob y Figure 9,17

i i ities i lways
region of the system of linear inequalities 15 n'ot a : :“
within the first quadrant. However, the solution regi

can be restricted 1O the first quadrflnl (Iifd llit:l:
non-negative constraints x2 0,y2 0 are include

the system of linear inequalities. In -:_:xa:‘unplc 6 (b),
ifx=20andy2 0 are included within the _systcrn
of linear inequalities, then the solution region can
be restricted to the first quadrant.It is the polygon_al
region ABCDE (including its sides) as shown in

Figure 9,18 ; - '
9 :f.z A region (which is restricted to the first quadrant) 1s referred to as a feasible
region, Each point of the feasible region is called feasible solulion of the sysiem

of linear inequalities (or for the set of given constraints). In other words any

ordered pair (x, y) that satisfies all the constraints is called a fensible salution of
the system of linear inequalities and the set of all feasible solutions is c;ﬂle(‘l a

feasible solution set, ' o
Example 8: Graph the feasible region of the following system of linear

inequalities.

x+5y =15
-x #3y £ 3
x 24
y 20

Solutlon: The associated equations for the inequalities
3x+5y<15 and -x+3y=3
are  3x+5y=15 - (i) and —x+3y =3 (i1)

The graph of line (i) is drawn by joining the points (5, 0) and (0, 3) by a solid liné-

Unit 9 | Linear Programming ; E e

Similarly, the graph of line (ii) is drawn by joining
the points (-3, 0) and (0,1) by*a solid line. \
:Sjnce 'fh.c test point (0, 0) satisfies both the w3

inequalities 3x+5y<15 and-x+3y<3, so both the jial

closed half-planes are on the origin sides of line T

(i) and (ii).
The intersection of these closed half— planes \
is the shaded overlapping region as shown in Figure 9.19 \\

Figure 9.20 Figure 9.21

?l'hr: graph of ¥ 20 is partially shown in Figure 9.20. The
Intersection of graphs shown in Figure 9.19 and Figure

.20 is partially displayed as a shaded region in Figure
021 N
a—— A

The graph of y = 0 is partially plotted in Figure 9.22. =0 X
T!w inlemcct.ion of. graphs shown in Figure 9.19 and
Figure 9.22 is partially displayed as shaded region in Ik
Figure 9,23, |

i3
-

Figure 9.22

The graph of the given
system of linear inequalities
is the intersection of the
graphs shown in Figure 9.21 =
and Figure 9.23 E-fhich i, B e Ia% g
indicated as shaded region in
Figure 9.24. This shaded Figure 9.23 Figure 9.24

region is the required feasible region of the given systém of linear inequalities.




iy 12, so th h
ine (i) is drawn 5 : — 4y < 12, so the graph of
Tho gl 0270 l:l}ilr?t (0, 0) satisfies the inequality 3x — %Y grap
line. Since the test pO 4 half-plane on the 0

rigin
i sel 1
::fk: o?;irfe ]33: 1—54?1(:113 . The graph of system __EH%
3¢ - dy £12 o i >
x20 Ly
=20
is partially shain as shaded re.gio." in Flgurl;s gji?r.aing e
Similarly, the graph of line (ii) is f:ia::c gmca =
the points (2, 0) and (0, 3) b)rl a solid line. s
test point does not satisfy the ifequality Ix + y]' AT NS
o the graph of 3x + 2y 26 is the closed half-plan
?iic 3x + 2y = 6. The graph of system :
3x + 2y 26 \\
xz0 x
y 2 0 is partially drawn as shaded . 03) ;
region in-Figure 9.26.
The graph of the system
3y — 4y 12

' E4 I'msﬁ“"“j“g - i ] ; the following constraints.

' = feasible region subject 10 :
Example 9: Graph the fe@ A s 512 Did You Baow 12D
@ i -4y 12 ax +2y 2 6 The feasible solution

3x +2y 2 6 42y 510 region in example 9(a)
xz0 x2z0 is unbounded while the
y 20 yz 0 feasible solution regiop
; i le 9(b) is
_ ns for the in examp
Solution: (a) The assﬂcmlczd qu:uo 3x+2y 26 bounded.
= — d4ys i =6 (i
inequalities 3% , oy =6 (ii)
i = 12 @) and 352 (4, 0) and (0, -3) by a solid

by joining the points

———tt A

Figure 9.25

{
o

5

Ix+2y26 [ {L
xz0 4 \
yz0 g

is the intersection of the graphs shown in (Figure 9.25) and :

figure 9.26 and it is partially displayed in (Figure 9.27) as shaded region.

This shaded region in the graph of the feasible region subject to the g

constraints.

[:iguru 925‘

iven

. called the Optimal Solution,

Unit 9 | Linear Programming

Corner Points: (2, 0), (4, 0), (0,3)
(b) The graph of the system

3x - dy €12
Ix+ 2y 26
xz= 0

y2 0is partially shown in Figure 9.27

The graph of the system

_x+2)-'§|0
xz0

¥'2 0is shown by shaded region in figure 9.28

The graph of the system

I - dy €12
x+2y <6 Figure 9.28
x+ 2y 210

xz0

¥ 2 0is the intersection of the graphs shown in figure 9.27 and figure
9.28 and it is indicated in figure 9.29 as shaded region.

Corner Points;

4 9
2- £l 41 (] e il ¥
(2,0), (4,0) [5 SJ (0,5) (0,3)

9.4, Optimal solution
9.4.1 There are infinitely many feasible solutions

in the feasible region. The feasible solution which
maximizes or minimizes the objective function is

i Figure 9.29
The procedure for finding the optimal solution (maximum or minimum value) of
the objective function f(x, y)= ax + by, subject to a set of linear constraints
(inequalities) in variables x and y is as following:

Mathematics-XI B




T tg_l Llnanrm‘mm

- Jutlon
o tlmal 50
9.4.2 Procedure for deml[':’?:::b]:mgl on by graphing the linear inequalitieg
tep—1: Determine the %
Step- ™ that form the CDHSU:?[: of feasible region by solving two equations
Step-2: Find the corner Pﬂindaw lines of the feasible region.
ou .

: the b "
iR f the objective function fix,y) = ax+by at each
e 0

Step-3: Compute the va?u
of the comer points- Jution, select the largest value computed i
'I;l[lO
Step—4: To find the optimal s0 be maximized, and select the

step-3 if fixy) =4 x+by has 10

as to be minimized.
smallest value if fixy h

)=ax+by
ini alues of the function
mum and minimum v
Example 10: Find the maxi

+ 3y subject to the constraints

fix, y) =2x
3x- y2-l
x+ y<3
x‘-:[}
yz 0

S“lutln". e g IJ & u }' ?.2 = ] Il'\‘x [ilc C](}S(:d 12 —[)L'll‘lc on lh
y = :

i Th T4 h Uf th ITLEq. allt ]‘ dlf i e

0[1'81111 Sidc Df the Ii“e j-t y = l and Ihﬁ gl‘aph of thﬂ Il'quI.Iallty X+ ) 5 15

the closed half-plane also on the origin side of the linex+y=23.

The graph of the system
3x- y2-l
x+ y<£ 5
xz 0
y2 0
s shown as a shaded region in Figure 9.30. C(0.1) "_;::,\“ D _—
This shaded region is the feasible region. ——0—+-{—_1_ R
We see that the feasible region is bounded ! y -'5\3

and its comner points are O(0,0), A (5,0), B(1, 4)
and C (0,1). Evaluating the given function o
f(x, y) at the corner points, we get ;

Unit 9 | Linear Programming

f(0,0) = 2(0) + 3(0) = 0

[}
]

£(5,0) = 2(5 + 3(0) = 10
f(1,4) = 2(1) + 3(4) = 14
f(O, 1) =2(0) + 3(1) = 3
Thus the minimum value of f(x, ¥) is 0 at the corner point O(D 0) and the
maximum value of f{x, v} is 14 at the corner point (1, 4).
Exnmple 11t Find the maximum and minimum value
of the function f{x,y) = 4x+ 2y subject to the constraints
x+2y <8
X+ y=95
2x+ y =38
xz0 ;
_ yz20 Figure 9.31
Solution: The solution region of the system

x +2}" =8 : Hﬂ'ﬂ = — . cﬁ)

I

A 1A IA

1Y

<
ik yas In example 11, the function f(x, ¥) has maximum |
2x+ y<8 value at two comer points (4,0) and (3,2). It follows |
xz0 that f(xx, y) has maximum value at all the points of
y2 0 the line segment between the points (3,2) and (2,3).

is the shaded region OABCD shown in figure 9.31. We see that the feasible
region is bounded and its corner points are O(0, 0), A (4, 0). B (3, 2), C(2,3) and
D (0, 4). We compute the values of the function f(x, y) at the corner points to find
its maximum and minimum values. The value of f(x, y) at the corner points are
given in the following table.

Corner Points ok 'l':.x. y)=4x+ 2y
(0, 0) F(0, 0y =4 (0) +2(0) =
S )N [ (<. 0).=4.(d) +2(0)
(3,2) CE(E3.2)=4(3) +2(2) = 16
(2,3) F2.3y=4(2) + 2(3) = 14
(0, 4) 0. H=5+24) =8

From the above table, we see that the minimum value of the function f(x,y) is 0 at
the corner point (0, 0) and the maximum value of f(x, y) is 16 at the comer points
(4, 0) and (3,2).

Mathematics-X1
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9.4.3. Reallife wmm blem, first fonnuiatc;“n:athslr‘l‘rmt_i::a| model of
. o i i i A Lo S e 1t.
10& ;(:L\;;:;]:l:ncgrﬂf;ﬁgusc i iz Innif1{::::’: problem
rogra .
ulation of a linear P , ‘
'[Mha“:%ﬂ;:rr:t]i::lr;:nnﬁﬂ ation of a linear programming problem involves the
e ma |
following basic steps: ) . symbol xandy to i
i i . - yariable and assign G oAy _
2 Step 1 éde_'"_‘ﬁ"n :!:ig;iil::e those quantities whose values we wish to determine,
. dontif the set of constraints and express them as linear equations /
o I'dmh:{ions :n terms of the decision variables. These constraints are the
inequ :
given conditions.
Step 3 Identify the objective
decision variables. It :
i inimizing cost.
production of minimizing €os'- e ’ - \
Step4 Add the non-negativity restrictions on the decision var iables, as in the
physical problems, negative values of decision variables have no valid
interpretation.
Example 12: A furniture dea

pressitasa linear function of

function and ex NE 0
form of maximizing profit or

might take the

ler deals in only two items, viz., tables and chairs,

He has Rs. 10,000 to invest and a space to store at most 69 pieces. A table costs
him Rs. 500 and chair Rs. 200. He can sell a table at a profit of Rs. 50 and a chair
at a profit of Rs. 15. Assume that he can sell all the ilem:_s that he buys. Formulate
LPP, so that he can maximize the profit.

this problem as on : _
Solution: Let x and y denote the number of tables and chairs respecti vely (xand ¥
are decision variables).

The cost of x tables = Rs. 500x, The cost of y tables = Rs. 200 y

Therefore, the total cost of x tables and y chairs = Rs. (500 x + 200 ), which

cannot be more than 10000. Thus 500x + 200y < 10000 (Constraint)
Also, x + y < 60 (constraint) as the dealer has the space to store at the most 60
items. It is obvious that x > 0, y= 0 (non-negative restrictions) as the number of

tables and chairs cannot be negative.
Profit on x tables = 50x,  Profit on y chairs = 15y
Hence, the profit on x tables and y chairs = Rs. 50x + 15y (objective function).
Obviously, the dealer wishes to maximize the profit Z=50x + 15y
Thus, the mathematical formulation of the LPP is
: Maximize Z = 50x + 13y subject to the constraints
Sx+2y<100
X+ y<60
xz0, y20
Not For Sale
Mathematics-X1
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Example 13: A facto
! ry produces tw
two machines M, and M,, To producco

lyptesl of food containers A and B by using
hheragiieat container A, M; works 2 mi
ik ?;r:zla:lg. to pmduqc container B, ‘M, w]c)rks 8 mﬁigezzgd;;h’:
: profit for container A is Rs. 29 and for B is Rs. 45. Ho a
s. 45. How many

container of each type should be

achieved? produced so that a maximum profit can be

Solution: Let x = the number of container A per minute :md-
¥ = the number of container B per minute,

If per hour production of M i
plict 1 and M; is x container A i
profit per hour is given by the profit function P x,y) :a;fx};iﬂ;lamcr SR
The constraints are >
2x+ 8y< 60 (Resulting from machine M) i :
4x+ 4y= 60 (Resulting from machine M;) |
x 2
i (since container cannot be negative)

T]!C‘. above Syblt‘.lll “i I]]ll-tl' uailllc constraints can bt wrtten In [lLB
; h
lﬂ“ﬂ“!ng S p! ﬁt'-d l()lm

x4+ 4y = 30
X <+ }.1{_215

1Y

x= 0
0

I\

).’
W imis i
¢ maximize the profit function P under the given constraints

As before, graphing the linear inequalities
we obtain the feasible region OABC which‘
is shaded in Figure 9.32. Solving the equations
X + %y=30 and x + y=15, we get x = 10, y=5
'lhﬂt is, their point of intersection is (10, 5): :
Thus, the comer points of the feasible region

Mathematics-XI
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We find the value of the

pat the maximut is Rs. 515 per hour at the

Fr(r):;rthcosilt‘t:lo;c Ea:ble.s;fﬂrrsi‘ﬁ:s:‘ the optimal production plan 'Ehﬂt maximizes the
:?oﬁt ispachievcd by produci of A ﬂ‘nddﬁ \:01;1':::!8; : :rf IB;

Example 14: A farmer poSSEsses 80 acres of land an 191 1 _g_ﬁ ,d v;o types of
crops A and B. Cultivation of crop A rec;ulrcs 3 hours per M.:rc& J'; & {-:)*,u tivation of
crop B requires 2 hours per acres working hours cannlot e:-»c{ec_ 120, If he gets a
profit of Rs. 50 per acres for crop A fmd Rs.40 per 4cre o1 C;_Op B, then how |
many acres of each crop should be cultivated 10 maxinmze his profit.

Solution: Let x = ACTes required for cultivation of crop A
and y = Acres required for cultivation of crops B‘Q |

If P(x, y) is the profit function, then "I
R

P(x, y) =50x+ 40y L
w.sa]c‘i»-\
L eBl

The constraints are 20,60) i
l\

O |
e T A

x+ ys 80 (Rcslrictionof land)

3x+ 2y S 180 ( Restriction due to timé i :
IR, o S

v & D} Non-negative constraints, T
e 0 since acres cannot be negative, P

Graphing the inequalities,we obtain the feasible region OABC W
by shading in figure 9.33. Solving x + y = 80 and 3x + 2y =180,
we get x=20 and y= 60, that is their point of intersection is (20,6
corner points of the feasible region are O(0, 0), A (60,0), B (20 ﬁﬁ) and
We find the values of the function P at the corner pnil;ls ‘ :

0). Thus the
c (0,80 -

-

. Mathematics-X1
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Comer Points
(0,0
oA P(0,0) =50(0)+40(0) = 0
v i(ﬁo, 0) = 50 (60) + 40(0) = 3000
e ; (20, 60) = 50 (20) + 40 (60) = 3400
(0, 80) = 50 (0) + 40 (80) = 3200

rom lhc abo\'ﬂ ah €, we {II
[t I W
s¢e Ihﬂt the maximum pr it is Rs 34[}0‘
F LY at lll!: corner

point (20, 60). Thus mn
; , OU). , the farr ill e
ey o sl nrc; u;)tll get the maximum profit if he cultivates 20

find the corngr points.

(=

(1) 2 + y £
; = ay Ax e
41‘4—}:53 (i x+}'.i—4
v i
¥y 20 5 ; :
1 'j .
X + ) = 6 {I'\-) x + v > 3
oy 2x + 3y £ 12
x4 = 2 ""_T's-‘;;},
x 2 0 r; ;
yz 0 }; N
2. () Maximi: -
ize f(x, y) = 2x + "
- x+ys g subject to the constraints
I+Jr21
i x,y20 .
1) Maximize f(x
,¥) = 3x + Sy subject t A
2x+3y <12 ok CEConaainG
3x+2y £12
X+ y =1
x=20
y=20

Mathematics-X1




| Linear Programming

- ini values of
d the maximum and minimum
3. (@) Fin d
subject 10 the constraints _ s
42y S 10
xz0
y 0

function £, y)=Tx+21y
e alues of the
d minimum b

(ii) Find the maximuim an

subject 10 the constraints

' del B b
pbicycles, model A e nd
fac ‘

A company manu e My ha o
:Sriﬂg i 8 i _Emi:‘i E{Nll:4 hours awmla‘t)le‘;.l1*»'1\]z:sn-LJ.ilf::Lc*::;1 cﬁn‘c g
g o aﬁmhac}::l?; in machine M, and 4 ho

1 requires : :
blzﬁftlfﬁacmging of a model B bic}rcletle;:ﬂ e
!ll:l machine Ma. If the company ¢

pIOfIE D[ RS. 50 p‘BI IIIOdBl B blC}'Cle. ho‘-‘il man
. 0
maﬂufaciutﬁ'.d for I'['Ia)llmlHIl pfoh[,

; its of chemi
by using 2 umits ©  Yahd
- roduce product A . it of chemical 2

it e ‘3:: Emduce product B ehvc lélmtn(i}tq of the compound ¢

of a compound 10 P unisofchemicl G S0 s 20 espectui

of e opE it of A and B are Rs. a to achieve the
available. Tﬁle pﬁ!&ypﬁ; i.::lof e product should be produced

Determine how

maximum profit. Use the

ires 4 };);ino pé; model A bicycle and

y of each model should be

cal and 1 unit
units

A company manufactures and sells two modd? gi.:;?gl:otlld\jg En-odu-: ol
. following table to determine how marny of each type © &
Ll o pmﬁwﬁq‘. AL TAGABIL T O AL .-_.Hl-mlg:j'%
finis'hlnghEBW lamp Lﬁﬁ‘ﬂ? ok ‘.-‘_:-'L”‘;"-!‘_." ST -
WP"WP : [Rs. 700 S Re S MRS

Mathe m-ntici-xl

in machine M, and 8 hours -

(1)

(11}

(vi)

Choose the correct option

The solution of the system of inequalities x =20, x—5<0and x = y

is a polygonal region with the vertices as

(a) (0,0, (5,00, (5,5) (b) (0,0, (0,5), (5.5)

(©) (5.5, (0.5), (5.0) () (0,0), (0.5), (5,0) s

Find the profit function p if it yields the value 11 and 7 at (3,7) and
(1,3) respectively g

(2) p=—8x+5y (b) p=8x — S5y

(¢) p=38x+ 5y (d)p= —(8x+5y)

The vertices of closed convex polygon representing the feasible
region of the objective function are (6, 2), (4, 6), (5. 4) and (3, 6).

'Find the maximum value of the function f=Tx + 11y

() 64 (b) 79 (c)94 (d) 87

Which of the following is a point in the feasible region determined
by the linear inequations 2x + 3y < 6 and 3x — 2y £ 167

(@) (4, =3) (-2, @G -2) (dE -9

The maximum value of the function f= 5x + 3y subjected to the
constraints x >3 and y 23 is

(a) 15 (b) 9 (cy24 1d) does not exist

Maximize 5x + 7y, subject to the constraints 2x + 3y = 12,
x+y<5,x20andy=0

(a) 29 (b) 30 (c) 28 (dy 31

Maximize Z= 4x+3y subject to the constraints
3x + 4y<24
Bx + 6Oy =48

6
xnyz 0
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