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_ Solve a system of three homogeneous linear equations in three unknowns.
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Recall the conceptof
~ amatrix and its notation,
» orderofa malrix,

~ uality of two matrices. y :
DeﬁEng rowymarn'm column matrix, square matrix, rectangular matrix, zerofmull

matrix, identity matrix, scalar matrix, diagonal matrix, upper and lower triangular
: ; tric matrix and skew-symmetric matrix.

matrix, transpose of a A i i ultiplication

Carryout scalar multiplication, addition/subtraction of matrices, multip

of matrices with real and complex entries.

Show that commutative property

» holds undér addition.

= does not hold under multiplication, in general.

Verify that (AB)'=B"'A'

Describe determinant of a square matrix, minor and cofactor of an element

of a matrix.

Evaluate determinant of a square matrix using cofactors.

Define singular and non-singular matrices.

Know the adjoint of a square matrix.

Use adjoint method to calculate inverse of a square matrix.

Verify the result (AB)"' =B ™A™,

State and prove the properties of determinants.

Evaluate the determinant without expansion(i.e. using properties of determinants).

Know the row and column operations on matrices.

Define echelon and reduced echelon form of a matrix,

Reduce a matrix to its echelon and reduced echelon form.

Recognize the rank of a matrix. .

U.j:e_mw_cpeminns to find the inverse and the rank of a matrix.

Distinguish between homogeneous and non-homogeneous linear equations

in 2 and 3 unknowns,
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Define a consistent and inconsistent system of linear equations and
demonstrate through examples.

Solve a system of 3 by 3 non-homogeneous linear equations using:
s malrix inversion method,

= Gauss elimination method (echelon form),

= Gauss-Jordan method (reduced echelon form), 2
s * Cramer's rule. : .
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2.1  Introduction

The concept of matrices is a highly useful tool which is not only used in
mathematics but also in all branches of science, engineering and the business
world. Now-a-days matrices and matrix methods have widespread applications in
the operation of high speed computers.
2.1.1 (a) Concept of & matrix and its notation
In previous class we have taken a simple example for the concept of a matrix.
Here we take a bit more tricky example.
Suppose three colleges A,B,C take part in an inter-colleges debate competition,
where any participant can speak in either of the four languages English, Urdu,
Pashto or Hindko. College A consists of 3 participants in English, 2 in Urdu, 3 in
Pashto and 1 in Hindko, College B consists of 2 participants in English, 3 in
Urdu, 1 in Pashto and 2 in Hindko, College C consists of 4 participants in
English, 2 in Urdu, 2 in Pashto and 1 in Hindko.
The information given in the above example, can be put in a compact way in a
tabular form as follows:

0 0
] chn | SRR TR e S dit
R e e :
3 2 3
B .
= 2 3 1 2
4 2 2 1

NOW we : { z
s Wf‘][ﬂ'. the data given in the above arrangement in a capital or small
Wwithout any top or left heading as shown.

3 : . ' 3 2 3 1
; 3 1 2 OF ) 3 I 5
e S g F . g




on needed which we call a matrix.

: : - formati : brackets
o] of numbers gives a];nt:; ::;t:umbel's 3"C1033d mn largf;:::;a;il] be real.
i mﬂ;n;l:ia:e specified, all nuibers i SR
Unless 0
5 or parenthesis )
i For example, 5. 9 B 1
o ) : 1 = 3 1 2
3 2 3 rows 2
- : 3 i 2 or — 4 2 1 Mg 1
q! m.ﬁf 1 -
i - |4 A ™ T 9 T
it A columns
1 columns

i square brackets to denote

!: ill use
‘ represents, matrix. However, throughout we will

matrices.

In the above m
the vertical lines of numbers are call '
called an element or an entry of the matrix.

The above matrix has three rows and four cnlumn?. .

We are now ready to give the general definition of a matrix as follc?ws.
A matrix is a rectangular array of mn elements ) i= 1.,23,. :.,lrn
© j=1,2,.z.,n aranged in m rows and n columns. In writing down matrices, 1t 18

usual to denote the matrix by a capital single letter A (say) such that

atﬁxl the horizontal lines of numbers are called rovs and
ed columns. Each number in the array is

ay Q..
4<% a‘n,,.ah .
Ay oo,

'ﬂJJ Order of a matrix
The order of a matrix is given by the number of rows followed by the number of

columns, if the matrix A has m rows and n columns, and so is said to be of order
m X n (read as m by n matrix). d
For simplicity and to convey the

otherwise specified,
In the matrix A, the ith row and the jth column are represented as follows:

idea, the matrix A is an m X n matrix, unless

Jth column

[a, @y -(a)) ...q,
a,, Ay o] @y f ... @y,
A= ||
ith row =
@it iy o] Ayl aD
_ami alr.'?" amj "'amrr J

The elements of the ith row of A are ay, aj,....,y,.....,a1, and the elements
of the jth column of A are ay; ,ay;....ay,...,a,;. We see that the element a;j occurs in
the ith row and jth column of 4. The elements in the ith row and jth column will

usually be referred to as the (i,j)th element because of (2id You Know @

the two subscripts i and j.
We may also write the matrix A as A matrix is merely a
table of numbers, Apart

A‘z[a‘j]mnr or ")'kzlaijh i=1,2,._ T _]=] ,2,. eyl from bf:mg o ¥
convenient’

where a;; is the (i,j)th elements of A_ way of recordi rtain
(e) Equality of {vwo mairices i .I
T\,:. 4 .J Iwo matrices types of numerical values,

0 matnlc-:s A=[a;] and B = [by] of the it has no particular value

same order are said to be cgual when their in itself. |

corresponding elements are e
and jwhere i=1,2,.
For example, if

P g
A= P
[r SJ and B =l:"' ﬂ then A = B.

212 Types of Matrices

qual i.e. aj; = bj; for all i
- j=1,2.... n

(a) Row Matrix or Row Vector
A matrix wj i
o H-::':: with only one row ie. a 1xn matrix of the form [a,, ... 8,,] is
s hx Orarow.vector. Forexample, [-] -2 -3]
s S aving three columns. 5
-0IUmn matrix or Cohman veetor a

R .
Matrx with only one column ie an

m x | matrix of the form is

Not For Sale




n matrix having four rows.

umns in a matrix arc equal i.e. if m=n, then

are matrix of order n or .

(c)  Square matrix
If the number of
of order mxn is called a squ

rows and col

the matrix

For example, A =

b 2 3 1

a

is a square matrix of order n and [a], [ ] and | 4 1 5| are
o i & 2

matrices of order 1,2 and 3 resp:emively.

ining the elements a,,, @5 ,...; is

square
The diagonal of: the square matrix A conta
called the pﬁncipa] diagonal of A. It is also termed as the leading diagonal or

main diagonal of the matrix A.

(d) Rectangular matrix
If the number of rows and columns in a matrix A are nol equal, i.e. if

m# n, the matrix is called a rectangular matrix of order m X n.
1 2 -3 0

are rectangular matrices of order 2x3 and 3x4 respectively.

(e)  Diagonal Matrix

A square matrix is called a diagonal matrix if all its non-diagonal elements are 7e10-

Thus, the square matrix [ajj] is a diagonal matrix if a i = 0 fori#Jj.

- 2
For example, [2], [U

are diagonal matrices.

{i] Scalar matrix - ;
A square matrix is called a scalar matrix, if its non-diagonal elements .

zerd and diagonal elements are equal. e
Thus, the square matrix la;; ] is a scalar matrix if

k fori=j
a =
0 forizj
k 0 0 .. 0

0 k 0 ..0
For example . |0 0 R s

0 { is a general scalar matrix of order n.

. 0 2 0 0
l:ﬂ a] and 0 2 0| are scalar matrices of order 2 and 3
respectively. " : 2'
(@  Unit matrix or Identity matrix

A square matrix i
atrix is called a uni e T
: 1t matrix if it i
2ero an 1ts nhon-diago m
d diagonal elements are all equal to one (unity) S fenty s

T :
hus, the square matrix [a;] is a unit matrix if

' " {1 Jori=j

Such a matrix is denoted by "o Joriz j
1 i 0
=" l..o0
0 17 1




: . such as
. ces of different order SU
Wehaveﬂm‘m‘mcesﬁf 1000
100 0100 and so on
2o 1 001 0001
- or Null matrix trix or null matrix.
Zero matrix or NU is called  zero ma g
o) 3 are 2610 13 by O if there is no

. ose element i
AR mns, we denote it by O OF simply

f rows and number of columns.
of zero or null matrices:

If it has m rows and n colu
ambiguity about its number O
Following are some examples

: 0 00 e’ [-9 0 0}
o) . [o00] . [0 -[MJ ™ looo
0
; f 2 matrix :
% ;Ti?[(:;ie;“mm matrix. The transpose of A denoted by A', is an
=L

@ matrix obtained by intérchanging rows and columns of A. Thus A'=[b;]

where b; = a for i=1,2,...,n;j=1,2,....,m.

g a4,
For example, if A is a 3x2 matrix givenby A= | a;, @y |»
y ayp

then its transpose A’ is a 2X3 matrix
Al= [@l ay a_u]

4y Ay dy

(i)  Upper triangular matrix
A square matrix A=[ay] . is said to be upper triangular matrix, if all the

elements below the principal diagonal are zero that is a;; =0 for all i > /.

2 3 1 I T |
0 -1 2 0 ; ices.
Forexample, [0 4 —-2|and are upper triangular matric
0 6. 3
D0 1
0 o 0 1

(k)  Lower triangular matrix
A square matrix A=[ag] s said to be lower triangular matrix, if all the
elements above the principal diagonal are zero, that s ;=0 for all i < j.

8 BN L A
Forexample, |[-4 5 0 |and Lo 0 ; .
or example, e & 4 -2 3 ol lower triangular matrices.
S R T

(I} . Triangular matrix

A square matrix A is called a
triangular matrix, if it is either upper
triangular or lower triangular,
For example,

@It is obvious that diagonal matrices
are both upper triangular and lower
triangular.

°If A is triangular, then A = product

1 0 0 o
2 -3 4 T S of diagonal elements.
0 4 -3]and | are triangular matrices,
4 -2 3 0
0 0 1 ;
1 0 3 2

The first matrix is upper triangular while the second is lower triangular
(m) Symmetric mairix .
A square matrix A=[a;] of is sai
, =1a;;] of order n is said to be symmetric if 4 — i
T ) i tric if 4'=A, that is,

: 23 6 | 23 %
or example, the matrix A =| 3 1 =5 is symmetric, since A"=|3 ] —5|=4
6 -5 4 6 -5 4

(n)  Skew symmetric matrix
A squ i = i -
S)'mme[ric}qi lft:i mat:x ::—[ai,-] of order n is said to be skew Symmetric (or anti
) ==A thatis, if ay =—a. for i /=
F o f » W ay ==gydorl /=1,2... 5
af'f elements on the principal diagonal, wJ; have
T‘;}"“aii:>Zaii=0::aa;;=0forr'= i B
. “Slh ; : : sy sy Il
€ elements op Principal diagonal of skew Symmetric matrix are zerg

]:Grc r 0 - 3
; *ample, the matrix A= (=2 0 -4 is skew symmetric
=3 4




Secalar multiplication
If A=[a;] is a matrix of order mxn and k s any scalar, then the scalar

3
o 2
-2 -3 _4l==4A
S -2 Y =3
: 3 4
3 -4 0 \
g ; liiplication etc
23  Algebra of mafmices s operations of addition, subtraction, T .
In this section variot
; d. i
on matrices are :;g?;onafmatﬂm . Did You Know : ?D
2.2.1.(a) ] are two matrices O o If the sum of two matrices is

=[b;
If A=[a;] and B=[bj j ;
ord l; mxn, then their sum A+B is defined, we say that the two
e SR c‘ [c ]'of the same Order @ | pyyices are conformable for
matrix =[G _ o
ieﬁ;dl!asa:d whose elements are ublmncddey 'ﬁftg; R
adding the corresponding elements L different order is not defined
together. ' that is,they are not conformable
ogether. .

Symbolically, we write C=A+B whose elements  for addition.
cjj = aijHbyj for i=1,2,:..,m;j=12,..41. ) 5
; : : 5=[3 ], then
For example, if A=’:ﬂ - 2:’ anfa' ] 5 3
1 2 3] [3 4°5] [1+43 2+4 3+5]=[4 6 3}
CzMB:[U = E}L[l 2 3}{%1 -1+2 2+3| [1.1 5

b) - Subtraction of matrices :
5 If A = [a;] and B = [by] are matrices of the same order m x n, then

subtraction of matrices A and B is obtained by subtracting the currespo.ndlngf
elements of A and B respectively. The difference of A and B (or the subtraction 0.
" B from A) is a matrix D= A-B whose elements are dj= a;j— by; i=1.2,......
P B :

R 345
= B= lh,
Lo 2 Bl [=8; =i -5
+
0=1 2= -2 =3

-3 2=4 3-5] [2 -2 ~2}
D=l feg gugl oy oa o

D=A-B=A+(-B)

multiplication kA of the scalar k and matrix A js defined as a matrix each of
whose element is the product of k and the corresponding elements of A j.e.

kA = k[ay]=[kay]; =120 o s R

B 1 2
For example, if A= Note
3 .
y ; ® Clearly kA is a matrix of the same order as the
and k is any scalar, then given matrix A, : 2 8
1 2 k 2%k ».-@+A=2A,A+A+A-_;3Aandingeneral,
kA =k BN o P 1fn is a positive integer, then
A+A+...+A = A
(d) Mult;plicahqn of matrices n=times
Two matrices A and B are said to be conformable for multiplication giving the
product AB, if the number of columns in A is equal to the number of rows in B.
Suppose A = [ay] is matrix of order mxp and B= [by] is a matrix of order
pxn. Then their product AB js 3 matrix C=[c;;] of order mxn with elements Cij
defined aslthc sum of the product of the corresponding elements of the jth row of
A and the jth column of B ie.
3 ’
Ci=ayb +a,b, totayb =&Z_;.q,.,¢bﬁ

The following illustrates the expression for c;;

ith column
v

ith row |°
-_9




Matrices and Determinants

ol

Clearly, AB # BA
However, commutative property w.r.t. addition clearly holds if b:::m matrices are

conformable for addition and is explained below:
Commutative property w.r.t. addition, i.e, A+ B=B + A.

12

31 2]Md B=|31
FarexﬂmP“"ifA:[Z 13 23

rder 2x3 and

are wWo ma[["icﬁs Ofﬂ

product C _ AB is 2X2 matrix defined by :
H Bﬁrespﬂcﬁvcly*ﬁmuw 5 3><2+l){l+2>{3 & 10 13 ‘ ab.c .f k1
5 i 4 12 3x1+1x3+2?< 2+1x1+3-‘<3 g | Let A=|d e f| and B={m n o h°lW03x3squarematrices.
c:A_B-;[; 1 3] 3.11= 2x1+1x3+3><2 2x ghi P g r
§ 3
! 2 t D=BA defined as _
i u-icssAandBmalsocunfonnablefoﬂhePmd”': abc [if #l a+j b+k c+i
e 12 g 1 9 Then A+ B=(d e fl+|mno|=(d+m e+n f+o ()
31 : ¢ .
=(114 9 g hi pqr +p htq i
—BA=(31 [ ] I g+p h+q i+r
4 D are matrices of order 2x2and 3X3 respectively- J k1 abec
:;.1; Commutative property  #@dB+A= mno|+(def
[2 3 par| |lghi
ok [1 -2 S]Endﬁ'* _1 2| Find AB and BA and show that AB #BA.
tA= = . ;
3 72 =1 | 4 5] . Jta k+b l+¢ kg bk 6
Here Ai#aZmeauixandBisanﬁmatrix.So,ABexislsanditisoforderM =|m+d n+e o+f| =|d+m e+n f+o (2
: 1 -2 3 [ A e
WehavaAB=|:3 N -l] -1 2 ince addition is commutative in Jr_ From (1) and (2), we have A+B=B+ A
: 4 =5
7 ¥ < ¥ 9 T 8
242+12 3-4-15] [16 -16 Example i: If A=[4 -1 dnd B
s = =|=1 4 |, then show that T
[6—2-4 9+4+5] I_El 18} ; & Bl at(A+B)' = A +B'.
Again, B is a 3x2 matrix and A is a 2x3 matrix. So BA exists and it is of order 3X Solution:  Since '
2 -3 5
NowBA=l=t o> 2 | ° i 3 21 T2 . 5] [3%2 2451 [5 4
: B 3 2 -1 +B=|4 =1|+]|-1 4 |= 4 536
4 -5 o £ 1 -1+4 /=13 3/ s0(A+B)'= J“’
1] [0 3] |6+0 143 6 4 734

249 —4+6 6-3] [11 2 3 3 46
=BA=|-146 2+4 -3-2|=|5 ¢ -s NGWAr{? lﬂ'stlz[z P G]
= =T - 7

4-15 -8-10 12+5] [-11 18 17




5.3 4
5 -1 0]_[3+2 =i 6+D]=[? £ 4] ()
2 6]*[ 4 3]= 249 <A TR

5

- A+B' =] 11 g _atLpt
}fmm (1) and (2), e have (A+B)‘ =A'+B
1
uJVgiﬂmﬂoﬂnf(AB}'=B'A
| . L
le2: IfA= za;.d13=[.2 =1 _.;]",Enﬁ_r [AB]
Example 2:
[ 3

-1
e <

Solution: A=
3
-1 z 1 <
~AB=| 2 I—2—1—4]= 4 =2 -8
3 -6 -3 -12
2 4 6 :
—(aB)'=[1 -2 -3 (i)
4 -8 -12
[-17 [-2 2 4 -6
Also, BA=[2 -1 4| 2]|=[-1|[1 2 3]={1 2 3| @
3 4 4 -8 -12

From (i) and (ii), we observe that (AB]' =B'A

EXERCISE 2.1
IS Expmstlwfd!nwhgasasing]emau-ix:

10 2]2 sohn
Ot 24020104 G aalo 2 4-[2 57
01 2)6) - Py

=l

o DL o[ R AR

2.=5 1 1-2-3 0 1 -2
= 5 B= =
Let A [3 0 _4:' [0 =4 5J and C L] N —l]'

* Find 2A + 3B - 4C.

a h g X
(i)ifA=[x y z], B=|h b f|andC=|y , verify that(AB) C = A(BC)
g f c A

" S 2.1
(ii) IfA-{_l 4],5—[0 4

(@) A(B+C)=AB+AC

-3 3 =15
and C= i :
2] : l:z q 0], verify that :
(b)A(B-C)=AB — AC

144
LetA=4 1 4|, show that l,4.2—2.'5;—'5]1:0-
4 41 .
0 2b 2
Matrix A= 3 | 3| is given to be symmetric, find values of a and b.
Ja 3 -]

Solve the following matrix equations for X.

0 x_sm,g‘fm{ 3. 3} an“.-:[z : ‘}

=2 2] 3-14
(ii) 2(X-A)=B,ifA=[l £ R
: 3 =1 2r 0 -4 2
1 9721 3 A
g ¥ - 1
If A=(51 2 sladB=l1 3 -1 4]
0 -21 ¢ 3 lnon )

then show that (A+ B)' = A" + &',




1.

8 W“‘"'[s -1

el 0]. Show that
4
(A=A i) Ad#AA
(i) 7
Verify that (AB) =B’

1 2 . 120 R
ol 2 -1 3},3: 2 2 (i) A= <14 g
(1) A= 3 0 :

. 0o 4d
1 -3 4 3 Y
LetA=|-3 2-5|md B =|6-8 3
4 -5 0 7 34
Verify that A and B are symmetric. Also verify that A+ B is symmetric.
o 1 -2 0 -6 11
LetA=|-1 0 3 adB=|6 0 =7
2 -3 0 117 0
Verify that A + B is skew-symmetric.
3 &1
If A=|4 5 6 , then verify that
|23 4

(i) A+ A is symmetric (ii) A—A is skew-symmetric.

If A is a square matrix of order 3, then show that:
(i) A+ A is symmetric (ii) A— A is skew-symmetric.

Determinants
Consider a square matrix A of order n given by

Gy Gy e Gy

e Vil vateess AT
Oy 2n
A= ; . M

@i, W

a
I.'q.l = .ZI. {2]

a L T a

rl

Some determinants of higher order can be evaluated only after much
tedious calculations. The more calculation is involved, the greater the chance of
error. Our aim in this section is to describe a procedure for evaluating the
determinants of order n23. However, this procedure will be greatly simplified by
the introduction of the following.

2.3.1. Minor and Cofactor of an element of a matrix or its determinants -

1] Minor of an Element Let A be a square matrix of order n (as defined in
(1) above). The minor of the element a;; of A, denoted by Mj;. is the determinant
of (n_[)x(.n._l) matrix cblained_by crossing out the ith row and jth column of A (or IAl).

a, ap dp
If A=|a, a, ay/|, then
ﬂ" H;lz "133_.
; a,, @ By Gyze=mtipy
minorofa, =M = * " ®# g :
1 i obtained as |¢,, a.. a
a],: a” "-! e 3 232
Gy Ay Ay
a a. &
i a, d, n 12 13
minorof a,,. =M. =| "' ! A
e 23 a,, obtained as |ayp- @yy-- s and 50 on.
: a, 4a, &
31 32 33
(Rememher

From the formula A. = i+] P
il'l[egcr then the £ Ll ( 1) MJ; it is clear that if the sum i""J is an even
» cotactor equals the minor. On the other hand, if the sum ]+_| s

odd, ; ;
the cofactor is equal to the negative of the minor. The signs accompanying

the minors ma
y be best  SIETS i
the main diagousk. remembered by the rule of alternating signs with +’s on
+ -+

= ki
e gy




M,,and M, of the

3
; i 4 Find the minors MM
4 : o :
4 Example 3: Sy
; ."".. matrix A-
g : We have
r:: . e 6 4_s4-28=26,
M":’: Jras-n=abts =}y 9
ﬁg -‘I 2 =9—2|=-—l‘.?..
" i ,H'“:ﬁ j=43v—35=f3r My = 7 9
§ :i: A i c[cm::trix of order n. The cofactor of the element aj,
o e I m ‘ . :
s tfe e —(~1)"* M, where Mjj 1s the minor of ajj.
il senoted by Ay is defined by A=) M
i a, 9 %
ThusifA=|ay @n. 95 , then
a, Gy Gy -
- 141 s 3 o] il
cofactor of @, = Ay =(-D" My =(-1 a;, Oy

=1X(apdy — 0nfn )
= Ayl — Ayfiy

24 L1 all alz
cofactor of @y, = Ay =(-1)*"My=(1) |ﬂ3

1 On
=-1x(a,a;, — a,,)

= —(a,,ay, — ,0y) and $o on.

A I 23 5

i En;nplelt: Let A=[3 0 -1|. Find the cofactor A and A,; .
5 2 0

! 3 0
Solution:  We have A, = (-1)'"M,, = (-1)* |5 2‘ =1x(3x2-0x5)=6,

and A, = (1M, =<~”’|_22 50‘=_1><(—2x045x2)=10-

bl

2.3.2 Determinant of a square matrix of order n23
Let A be a square matrix of order n(= 3) given by

@y G e TR a, i
|
i
Ay Oy s yp e d,, i
A= i (m
' P 7 P a..j ,,,,,, a,
|_ﬂ", [ SR [P a, |

The determinant |Al of the matrix A is defined to be the sum of the l
products of each element of row (or column) and its cofactor, that is i
IAl= ay Ay +ap Ay + et a, A i=1,2.n (2)

or lAl=a, A +a, A+ +a,d; j=12....,n (3) l
If we put i=1 in (2), we get :
IAl=a, A, +a,A, +....4a, A, . Thlis is called the expansion of 1Al by first row
(or w.r.t. first row).
Similarly, if we put j=1 inl{3]. we get
lAl=ay A, +ay,A, +.....+a,A, . This is called the expansion of |Al by
fist column and so on. Thus, if A is a square matrix of order 3, that is

4, a, a,
A=a, a5, a,|, thenby (2)and (3), we have
Ay Gy ay,
1Al=a,4, tap A, +agA,; i=1,23 (2%
or lAl= i 3
ﬂn;‘d‘u"'”:jAz.a"'“s,iAu; J=123 3"

For example, if i=2, then by (2'), we have

1A= :
Al ayd, + a4, + a,;A,;. This can be written as

A |=021 (__1}2+1M2I +ﬂ:3{_1JZ+ZM23 Ml 2300

23
a
=-a,, 12 4 4y ap 5 a, a,
s 22 =,
[ a 13
12 33 s, fyy a; 4y,
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:] - ﬂzg(al lﬂﬂ

- ﬂpﬂsl
aan phas

a s".‘:)"’aﬂ(a”aﬂ
o |
2 R;;all.a-“

Ay in
+ &y .-a”ﬂgﬂsz
+apdyde

i 5}
= -ﬂg;f‘i:aﬂ -ﬂzzﬂ'najl z P &)
-tlu_aﬂa!l E]

nd J.
bered b

==ay s
: =d,,anﬂu -f-c:-‘m.rxnzi!JJ .
i | we can find 1Al for other

imilarly, :
’?;Texpansion of 1Al In (4) can

rocedure.
. Rewrite the first tW

use the following diagram, 1

alues of ::; > y the following
s0 be 1€

i lumn and
; fier the third co
he matrix A
o columns of t

fAisa3x3 matrix.

(5)

I hﬂ Arows F}() g WV IeS'cllll llle EhIe!.‘. pIGduCtS hﬂ'ﬁ' ing a
ve h -
‘ﬂlin dD n a.l'd er
i d lhﬂ é;l'll'o L] Poirltiﬂg Upwal'd rcpl'f:stnt I]]E i pllll ll]i: ] h
pO&il.I' Slgn and | W ree {[V[ng

a negative sign. )
3 -1 2
. ExampleS: If A=[3 1 0} then find | Al
1 0 -1
3 -1 2
Solution: 1A1=13 1% 0
I 0 -1

have
We expand the determinant by using the elements of the first row, \T? a
1)
| Al a, A +apA, +ad,;

1 0
But A, =(-D"'M, =M, = 0 -1

142 3 0
A, =(-1) M:zz'Mu:'] i
1
0

Putting these values in (1), we obtain

3

Ay = (—I)MM” =M= I

Not. F_ol_'_S_aIe

-+ Now '3

S

_— _nif 2 l cs nd Determinants

I 0 3 0 e
i —(=1 +(2
iAl—(3)|0 r]’ ( JL sof {)‘I o
= (3)(Ax~1-0x0)] = (=D[Bx-1-0x ]+ 2)[(3Bx0-1x1)]
— —3—3-22 _.8 .
We now expand the same determinant by using elements of the third
column, that is | Al= ay A, + ayA,, +ayA,, (2)

;' O )

We get the same result, no matter
2 Ry which row or column is used to
} expand a 3x 3 determinant,
1 0 The determinant of the square matrix
- A A of order 3 in the above example can
‘ also be evaluated by the two simple
3 1 methods given in (4) and (5).

As= {'UI+3M13 =M= 1

Ap= (=) My =—M, = "r

Ag; = (_1]3.3M33 = M33 =
Putting in (2), we get
31 3 -1 -1
-0
1 0 i 10 1| .
=(2)BX0-1X)-0(3x0+1x1)~1(3X1+1x3) =-2-0—-6 = —8.

233 Singular matrix and non-singular matrix
A square matrix A is called a singular matrix if i

1A= (2)

wn [
3

ts determinant is zero, i.e.

[A] =0, otherwise, it is a non-singular matrix.
1@ 4 23
fA=/4 5 6| then |A|=a 5 6 =1(45-48)-2(36-42)+3(32-35)=0
;8 & Fil 2

‘Therefore, A is a singular matrix
234 Adjoint of square matrix

Let A be a square matrix of order n L

i et /I denote the matrix obtained by
replac:ng each element

of A by its corresponding cofactor. Then A' s called the

adjoint of A and s usually denoted by adj A i.e. adj A= 4
Thus ¥ e ::” “2 G A Ap A
s T|%1 Gy ay, |, then A = Azn Az. Ay,
B Gy , Ay Ay Ay




-

- il Ay Ay
i Ay M f:a 2l e i
| e ‘
: . 2k gaa ! j: Ay As | A Ay On l #
it : .
s 1 0 o
. i
| then A=
I For example, A= e 8 ) R g
i g o -11
3 -1
Caefiell =l
adj A =4
and so ad] o
| calculate inverse of a square matrix

235 Useadjoint method to

Let A be a square matrix of on
such that AB=BA = 1, where I
then B is called the multiplicative inve

Thus AA~'=A""A=L,.

It may be noted that inverse of a square rm?.u'im

der n. If there exis A
is the multiplicative 1 $
rse of A and is denoted by A

ts a square matrix B of order n
dentity matrix of order n,

if it exists, is unique. Moreover, if

1 ;
' M =—adj A
A is a non-singular square matrix of order n, then A ST adj
i =2+
= -2| Find A™.
Example 6:  Lef A=|0 l% 2|. Find A
-12 0
Solution:  Since A™ =|%'|a.:{;’ A, we need to find adj A and | A l.

First we find co-factor of every element of A.

1 -2
A,,=(—1}'“L 0] =1(0+4)=4,

0 1
Al3=':_lJ“3‘_] 2‘ =1-(0+1) =1,

0
A'z = (_l)l+2

Azl = (_]]'zil

'2‘=_1-(o-2)=2
-1 0

-2 1~=-1-(0—2)=2
2 0

s 1

el

es and Determinants

- L
N

._ﬂ" SR i £
il 1 =2

_,421:(—1}'2 2!_1 0' =1-(0+1)=1, A,y = (=1 i 2}:4.(2_2):0
a2 1 i a

Ay= 1 'r; -'zi =~y A,==':—n""0 _2’=—1-(-2-0}=2_
1 -2

A;ﬁi*l)"]O ]l =1-(1+0) =1
4 2 3

So adiA=|2 1 2
1 01

Next we find [Al.

Since |Al=a, A, +a, A+ ay A,

=1L(4)-2(2)+1(1)
=4-4+1=1=0,

i 4 2 3 4 2 3
Thus A™=—adjA=1- =
IA!aa[,-A 2 1 2(=2 2
. 1 ¢ 1 1
24 Properties of determinants

. We shall state some of the u
simplify the evaluation of determinants,

1
0

seful properties of determinants which

Properiy i. It
i every element in a n i i
i i arow or column of a square matrix A is zero,
. I—ﬂn 4y a,
A=
% @y ay| and every element in the first row is zero,




o Bl = 1Al Proof is left s an

+0Ay +04, =0.
row Or €O

.r‘lj.

umn is Zero,
nt of any other ; '

A =
e g Ay +Opdn T 800D
Now 1Ak=a it if every eleme

We get the same result columns of a square

4 d
ding rows anc g matrix is equal to

ther the determioa o o nspose are always same.

. Aare interch - ’1 g matrix and its
;s the determinar : a, an %
That 15, o 8 a 1l e then
& ay ﬂﬂd B= a‘ll B
u’ :‘l= ay n ﬁn a” 033

a, 4 %

1Al

exercise. 3

or two columns in a square MRS A 0%
r?w:n e matrix is —JAl In other words,
rmin i

each other.

a;[ a?z ﬂn
a,, | is the

i | then the dete ;
:;::rcuf::ig:tjmﬁnams are additive inverses of

ay dy O

If: A=|ay 9n iy

ay dy Iy

matrix obtained by interchanging the first and second row of A, then
ay dp Ay
I1Bl=|a, a, dy
ay dy Oy

.= ay (8,05, — @303, ) — O (g — Ay ty) )+ @33 (0 A5y = Ay )
G2y

and B=|a; @,
iy gy Ay

= 0y, 8y — Gy, G305y — gy gy + Q0300 + By Oy ~ s

= (8,830, — @y, By lyy = Gy sy + 1y O3y, + G130y Gy — B3y )

==|Al. . : e
Property 4. If a square matrix A has two identical rows or two identical columns,

then |Al=0
Gy Gy G5 Gy 4y dy

If A=|a, a, a,|and B=|a, a, a,| isamatrix
W O Ay G g A

obtained by interchanging the first and second rows of A. Then by property (3](;
IBI = ~JAL But the first and second rows of A are identical, mean A=B and &

[AlsBLEESs S
any two columns are identical.

property 5.

KIAL ay dy ay kay, ka,, ka,,
If A=|ay Gy ay|and B=|a, a, a, |isthe matrix
Gy Gy Gy 4y 4y ay

obtained by multiplying first row of A by k. Then
ka,, ka, ka,
|Bl=|a,, a; ay

dy Oy

= kay, A, +kay, A, +ka;, A,
= k[all"qll + aleu T n]}‘qjj)
=klAl

A similar result is obtained if any other row or column is multiplied by k.
) :
Property 6. If every element of a row or column of a square matrix A is the
sum of two terms, then its determinant can be written as the sum of two

determinants.

Gy ay a,+b, a, a,
If A=l|a, a, a,| then, |Al= ay+by, a, a,
G dy a4y a, +by, iy Ay

Expanding by the first column, w;.: have
lAl=(a, +,)4, +(ay, +b,))A,, +(a;, +b,)A,
=(ay A+ @y Ay +ayA,)+ (b, A, +by Ay +b, A;)

A a4, a, bll Gy a4y

T G ayltlb, a, Oy

a3| a.‘! . a:ﬁ bj[ au o
Property 7,
Multiplied by

determinang
Matrix,

-Mathenu_lﬁ:cs:X-I_ &0

IAl =—lAl or 2IAl = 0 or Al = 0. The same result is obtained if

If every element of a row or column of a square matrix -A is
multiplied by the real number k, then the determinant of the resulting matrix is

If every element of any row or column of a square matrix is

a rea 5 :

Comresponding ¢le | number K and the resulting product is added to the
: ments of another row or column of the matrix, then the.,

of the resulting matrix is equal to the determinant of the original




+£’*”u a,
is the
then B=|9n +kay Tz 3y
If A=|ay Oy +1ﬂr L
a
3 N nof A and t
u every element of the secand chum héi
‘ 5 en
o s m“':jP':f climent of the first column of A, t
adding to the corresponding i : |
ﬁu+kﬂ|: a; ay Y2 d: M = = p[ope"y .
= Ay dn yp  @n
| =0 2
|Bl=|ay, +hay G2 OF : %
a,, +kay,, @ a, O @y ka,, n
£l 2
ay 4 LUt a, i gy
2oy ap Gulthps %2 O by property (5)
=" 3 3
a
@y 5 sy ay 9n 2
@, & T
= |y, d., n +k(n) by Prﬂpcﬂ}r t‘-‘-}
ay A 9
ay [ ﬂu
=|ay @y ax|=l4 IE

EXERCISE2.2

131
. I A=|-1 2 0 |thenfindA,, A, Ay Ay, Any Ay Alsofind Al
2 0-=2
2. Without evaluating state the reasons for the following equalitics.
i i+ % 3
s op A 0|=0 Gy |8 4 -12=0
B S |
e B 3 2 0f p 20
@) B -1 1=p -1 (Gv fi 1 -3|=-3)1 !
R 2 4 @ 2 4

1 0 -1
(v) 3 2
1 =1 0

1 0 =1 500

3. Let A be a square matrix of order 3, then verify 14" 1=l Al

4 Evaluate the following determinants.
0 1 3 i1 4 =2
{) -1 2 1 (i) |2 =6
71 1 -4 2 0
3 1 2 2 1 =3
Gi) |6 -5 4 v [T T @
0 8 -7 -2 3 4
5. Show that
. a b clla I x a b
(i) [ m n=lb m y (i) [1-3a 2-3b 3 ?E |
2- -3ci=
X z| & Rz 4 3 .
1 1 1
bc ca abl |
(Tll) a b ¢ |=0 {iv) [a b ¢ ‘——-?'
b+e c+a r¢+b[ 3 g4 f !
6. Provs that G b Ak 1P
. a=b b-¢c c¢—g
1 b-c c-a a-b|=0.
C=a a-b b-—g
1 a a’
(ii) 1
; }=
: h b'|=(a=b)(b-c)(c=a)(a+b+c)
o &

]

W
L

=5}



row R; by a non-z&ro scalar k is denoted by kR;.

+ Multiplication of 2
is expressed as Rj+kR;.

+ Adding k times R; to R;

on matrices

& Col;t;m fol;:;::u“im operations pe alled elementary
column operations:

(i) Interchanging

(i)  Multiplication of a column by any non-

Addition of any multiple of one column to anot

k is any non-zero scalar.

rformed on matrices are ¢

of any two columnsic. C; € G

zero scalar kic. KC,

(iii) her column i.e. G, +kC; .

where C,,C; are any two columns and
If A is an mxn matrix, then an mxn matrix B obtained from A by

performing a finite number of elementary row operations on A is called row

equivalent to A. Symbolically, we write BRA to denote B is row equivalent to A.
Similarly, we can define a column equivalent matrix that is replacing the

word “row” by “column” in the above definition. We write BEA to denote B is

column equivalent to A.

1.2
Example7: Let A=| 3 5| Perform the following elementary row and
-1 -4

column operations on A.
(i) R, &R (i) €, &C, (i) R+2R (iv) C,-C, (V)R —4R,.

I w2
Solution: A=| 3 5
-1 -4
[ -4 |
M ReoR|3 5 (i) CeoC|s 3
L1 2 |
. 2 1 g
(iii) R, +2R :[3+21) 5¢2)] =| 5 9
-1 -4 L

1 2+(-1) G
iv C-C:j3 5+(-3) |=|3 2
=1 -4+(-(-1)) -1 =3
1+(=4(-1)) 2+(-4(-4)) 5 18
(V) R —4R;: 3 5 o I o -
-1 =4 -1 -4

252 Echelon and reduced echelon form of a matrix
() Echelon form of & matrix
An mxn matrix A is said to be in (row) echelon form (or an echelon
matrix) if it satisfies the following properties.
(i) In each successive non-zero row, the number of zeros before the first non-
zero entry of a row increases row by row,
(ii)  Every non-zero row in A precedes every zero row (if there is any).

2 3 -4 1 D 2 3
For example, the matrices [0 1 5 3| and [0 O =5|are in echelon
0O 0 0 6 0 0 0O
0.0 1 2
form, but the matrix |0 1 2 3| isnotinechelon form.
0 0 1

(b} Reduaced echelon form of a matrix

An mxn matrix A is said to be in reduced (row) echelon form (or reduced echelon
matrix) if it satisfies the following properties.

(i) It is in (row) echelon form,

(i) The first non-zero entry in R, lies in C ; is 1 and all other entries of C; are

ZETO,

For example, the matrices and are in (row)

oo o
P
-0 2

1 0
01
0 0

Lo N o TR = Y

0
1
0
0

o o o -

0




reduced echelon form but

reduced echelon form. e o adiel echelon form

253 Reduce a maltrix to
9 3 -t ;
Example 8 Reduce A= |3 1 -1| toechelon form and then to reduced
f =58
echelon form.
2 3 -4 =3 =5
Solution: [3 1 -1 R|3 1 -1l by R, & Ry
1 -2 -5 3 3 =4

1 -2 -5 n -2 =5
rlo 7 14|by R;-3R R 0 7 14|by R,-2R,
"2 3 -4l o 7 6

i =7 . 5] i =2+ =5
ale 1 2lwir, &0 b2 by R,-TR, 0
n 3 .

' o 0 -8

e 1 0 -1
Rlo 1 Zby—-:iRl, Rl0 1 2|byR+2R,

0 0 1 o0 2 1

1 0 0 _
rlo 1 o|by R, +R,andR, 2R, ()
“la- 0 1
The matrices in (1) and (2) are in echelon form and reduced echelon form of the

given matrix A respectively.

2.5.4 Rank of a Matrix

Let A be a non-zero matrix. The rank of the matrix A is the number of non-zero
rows in its (row) echelon form.

Unit 2 | Matrices and Determinants

2.5.5 Using elementary row operation (ERO) to find the inverse and the
rank of & matrix
{a) To find inverse of a matrix

Let A be a non-singular matrix. If we perform successive elementary row
operations on the matrix [A | 1], which reduce A to I and I to the resulting matrix
B i.e. if [A 1] is reduced to [I| B], then B is the inverse of A written as A™.
Similarly, if we perform successive elementary column operation on the matrix
[A 11, which reduces A to I and [ to the resulting matrix C, then C is the inverse

of A written as A™. 5 g ]
Example 9:Find the inverse ofthematrix A=|5 4 2

2 3 1 -1 2 =2
Solution: Since |5 4 2

-1 2 -2

| . .
T = ’zji 2}! _3| 5 ?'j +1 | ’ 4| (expanding by first row)
3 =3 |1 =2 =

(-8 4) 3 (<10 +2) + (10+4) =24 + 24 +14=14 # 0.

So A is non-singular and A~ exists.
2 3 1[100 i 9 =
Now|s 4 2|0 10]|R
1

5
o TR e 1 S R 2 3

1-2 2|10 0 =1
{{5 4 2|01 0\ by(-IR,

2 3 1|10 0

[1 2 -2 |0 0-1
R0 14 8|0 1 5 by R:-5 Ryand Rx-2 Ry
jo: 7230 O %

M 2 =2] 0 0 <=l

=4 | 5

5017“!0%1—}@114?@

o e




=1 S . EXERCISE2.3
e 1 5 1R TR : Reduce each of the following matrices to the indicated form
g lop Al (9 5 PR 1.3 -1 2.3 1.9
0 0-3|-1 e . ' @ |2 1 4 |Echelonfom ()1 -1 2 -3|Reduced echelon form
6 6 13 4 -5 3 4 32
1u01.?ﬁ'%-—%2 2 =2 Ir @i =
— 3 g s : (iii) |1 1 2| Reduced echelon form (ivi|2 1 1 | Echelon form
o108 R byR1+-T—R3andRz+?R:: 4 1 7 3 2 3
T R 2. Find the inverses of the following matrices by using ¢lementary row
0o 0 1 g T T operation. )
4 -2 5 3 -1 6 1 2 =3 1 2 -
=6 <R =29 @ |2 1 ola |1 3 4|@fo -2 0j@|o -1 3
| r T -} 28 A8l et 2 1 02
Thus A~ = % %:r' ;—31 3; Find the ranks of each of the following matrices.
& ol fL. 0 =2 3 1 -4
3 18 18 (i) 2 Jgis gyfo. 2 1
(b) To find rank of a matrix 4 5 6 -1 2 3 1 =1 =2
Example 10: Find the rank of A ={1 é 39 I- 4. Find
56 122 RANK OF MATRIX
Solution: A=|1 2 3| R[4 5 6|byR&R,
788 7 8.9 2 3 a 5
I 2 4] 3 4 5 6 4X4
R|0 -3 -6 |byR,<4R,andR,-7TR, =
“lo -6 1 4 5 6 7| matrix
y 9 10 1 12

{2 3

0 1 2| byR,—2R, The last matrix is the echelon form

00 0 of A having 2 non-zero rows.
Hence the rank of A is 2.
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‘26 Syslemoﬂ]nureqﬂlﬁm : tions i ah
us and non -homogeneous linear equa
2.6.1 Homogeneo P

. Consider the equation ax+ by =k

wherea = 0,b# 0 and k # 0. The equation
(or unknowns) x and y.
-homogeneous

ax+by+c,z2=0 i (8)
ax+by+ez=0
is called system of homogeneous linear equations in three variables x, y and z.
An order triple (t,, t, t;) is called a solution of system (6) if the equations are

(1) is called a non-homogeneous
linear equation in two variables

Now consider the following two non
variables x and y.

a,x+b,y=k,} @
ax+b,y=Fk

linear equations in two
true for x=4 ,y=h andz=1, The solution set is denoted by S={(t,, t,, t,)}

In the case of system (8), we see that it is always true for x=1,= 0,y=t,=0
and z=t,=0, so the order triple (1, L;, t,) =(0,0,0) is a solution of the system.
Such a solution is called the trivial (or zero) solution and any other solution, if it
exists, other than trivial solution is called a non-trivial (or non-zero) solution
of the system. Consider system (6). Since

These two eguations together form a system of mon-homogeneous linear

equations in two variables x and y.

=0i i then it takes the form ~ ax+by=0 (3 > A
If we take k=0 in equauonS(_l), ca it takes _ : ¥ ; A i :
and is called a homogeneous linear equation v} two variables x and y. If we take :
+ D, AR e
k, =k, =0in (2), then ax +by + czl=|a b ¢ ||V],
i layx + by + c2] |4 b, ¢, ||z
ax+hy= (4) then system (6) may be written as a single matrix equation
ax+byy=0 T -
a b gq||=x k, ©) ;
is called a system of homogeneous linear equations in the variables x and y. a, b o||ly| =k Did You Know Hﬂ)
Similarly, the following equatiork . o, b oflz] |k s Rk e ;
- ax+by+cz=k,where a#0,b#0,c#0,and k #0* (3) g AX =B . (10) matrix of a linear system,
is called a non-homogeneous linear equation in three variables x,y and z and 2 we enter zero whenever a
the following three non-h li ations in three variables x.y and z. o &G % k. variable is missing in
e following £ non- UII'IGgE‘.I'IBOLIS inear equanons n (& Xy <= W]'LE.J."B‘ A=la b, e X = 5 P T N ﬂlll-ﬂ-t'lﬂ.ll. since the
S z coefficient of the variable
a, b ¢ z ky is zero. 1

a1x+b|y+qz = {r]

ax+bytez=k (6) A is called the matrix of coefficients, X is the column vector of variables and B

ax+by+ez=k is the cc-lur?'m vector of constants. If we adjoin the column vector B of the constants
to the matrix A on the right separated by a bar or a vertical line, that is

together form a system of non-homogeneous linear equations in three variables

x,yand z. 4 b g k,

If we take k = 0 in (5), then ax+by+cz =0 7 [AIB] =la, & € | k|,

is called a homogeneous equation in three variables x, y and z. a; by k ]
2 3 3

take k, = \=k =01 :
If we take k =k, =k; =0in (6) then the new matrix so obtained is called augmented matrix of the given system.

Tt e Not For Sale
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262 Solution of three
Consider the following system of three homo
. unknowns X;, X, X;.

a,x +apX, toh = 0 (@

g, + Oy + 0% =0 (if)

ay X, + Gy X, + A% = 0 (iid)

which is equivalent to the matrix equation

geneous linear equations in three

(1

a; G a ! 0

a4y dn Oy % =10 or simply AX =0,

Gy dp Oy % i
@, a4 a % 0
whereA=|ay, a4 6n ,X=|x| and0=|0
lay 8n s | < 0

If 1Al # 0, then A is non-singular and A™" exists.
Wehave A (AX)=A" 0= (A' A)X=0 =1X=0 =X =0, thatis

X 0
xn (=@
x 0

orx, =0,x, =0andx, =0. This shows that the system has only trivial solution.
Thus, we may conclude “A system AX = O of three homogeneous linear

equations in three variables has a trivial solution if A is non-singular i.e. Al # 0"
Next we find the condition under which the system (1) has a non—trivial solution.
Multiplﬁing equations (i), (ii) and (iii) of the system by the cofactors A ,;, A ,, and
A, of the corresponding elements a,,, a,, and a,, and then adding them up, we get
(@ Ay + a5 Ay + a3 A )%, +(ap Ay +ay Ay + a3y Ay )x, +

(@A, +ayhy + a,,.Ag,}x, =0.

From this, we have IAlx, =0. Likewise, we can have IAlx, = 0 and |Alx,=0. The
system (1) has a non-trivial solution if at least one of the variable Xy, X, and X, IS

P e s e e A0 L e S

\ _f'ﬂces;ndl!.e_lserml_nqilta .

different from zero. Suppose x, # 0, then IAl x, = 0 =IAl= 0. Thus, we may

“conclude: “A system AX = O of three homogeneous linear equations in three

variables has a non-trivial solution if A is singular i.e. IAl=0".
Example 11: Show that the following system has a trivial solution.

2x+ y-z =0 (i)
X+ y—-z =0 (ii)
x+2y+2z =0 (iii)
Solution: Since
2 1 -1 1 0 0 i
Al=1 1 =1 =1 1 -1} =1 ‘2 5 = 242 = 4% 0, the system has a
| [ Ty (BN A .

i
trivial solution. Subtracting equation (ii) from (i), we get x = 0. Subtracting
equation (iii) from (i), we have y = 3z, Putting x=0 and y=3z in equation (i) we
obtain z = 0, and therefore from y = 3z, we get y=0. Thus x=0, y =0, z=0and
the system has only trivial solution.

Example 12:Show that the system ha non-trivial solution

X+ y+2z=0 (i)
2x+y-z=0 (i1)
—x +5y+4z=0 (iii)
Solution: Since
1 1 -2 1 0 0
|3 3|
Al=|-2 1 -1| =|-2 3 3 =1[ 6"=18-18=D
-1 5 4 -1 6 6 b

Thus the given system has a non-trivial solution.

Adding 2 times equation (i) to (ii) we have y=—z

Subtracting equation (ii) from (i), we get x = —z putting x = —= = y in equation (iii)
we have —(-z) + 5 (=z) + 4z = 0 which is true for any value r of =. We get that

x =~f, y=—f and z = ¢ satisfy equations (i), (ii) and (iii) for any real value of &
Thus the given system has infinitely many solutions.

Example 13: For what value of A the system has a non-trivial solution. Selve the
system for the value of 4 .

x—y+2z=0
2x+y+Az=0
Ix+y+2z=0




. 1 -1 2
A=|2 1 Al
fon: i ﬁdmevaiueof,l.Wehave
Solution: First we fin o 1
N N L B 3 A—4
~dl= =—12-4A-d)=4-44.
so  |Al=p 1 A=z 3 2 4—1.4 _41
x 1 AP 4 -4
We know that the system has non{l;rivial solution if 1A1=0, that isd—4i=00r =1
Substituting the value of 1 into the system, we have
x=y+2z=10
2x+y+z=10
3x+y+2z=0

" Now solving the first two equations, we get X = =2, y = 3. Putting these
values in the third equation, we obtain —3z+z+22z=0 which is true for any value t
of z. We see that x = —f, y =t and z = { satisfy all the three equations of the system
for any real value of £. Thus the given system has infinitely many solutions for
iA=L =
2.6.3 Consistency and inconsistency of a system .

(a) A system of linear equations is said to be consistent if the system has only
one (i.e. unique) solution or it has infinitely many solutions.

(b) A system of linear equations is said to be inconsistent if the system has no
solution. :
Consider the following three systems of linear equations in three

variables.

2x+2y-z=4

x=2y+z=2 1))
x+y=0

x-2y+z=2

_x-—y+22= 1 ':_[I)
x—S5y+dz=35

x—2y+3z= 1
—2x+5y—-4z=-2 (II1)
x—4y—-z= 5 }
We solve these systems now by performing the elementary row operations on the
augmented matrices of these systems to reduce them to (row) echelon form.

(i)  Consider system (I). the augmented matrix of the systems is

2 2 -1 4 1*=2 L2
[MB]=|1 -2 1| 2| R|2 2 -1]| 4| byR,©R,
L & 4D S VR B
1 -2 1| 2
R|0 6 -3| 0| byR,-2R,
I &
il =2 1 2
R{0 6 -3| 6 | byR,-R,
0 3 -1] =2
[1 =2 1) 2
R[0 6-3| 0| by-2R,
[0 -6 2| 4]
1 -2 1| 2]
R|0 6 -3| 0| byR, +R,
[0 0 -1] 4]

The system (1) is reduced to equivalent system,

X =2y4z=2 ' ) Remember

6y -3z=0 (i) (R
L&. T g (i)

The system is now in triangular form. In this form the system can be easil

solved. By equation (iii) we get z = —4. g

Substituting the value of z in equation (ii) we get y = -2,

SNDII):i substituting the values of y and z in equation (i), we get x = 2. Thus the
on of the system is x= 2, y = -2 and z = —4. Since the system has a solution,




= T A )
i s[;)u : Cé':::l:i?l' system (II). The augmented matrix of the system
1 -2 1| 2
-1-1 2} 1
1 =5 4] 35 _
E1 —“2 N ! S :
den =t &k, &1 T RO =3 31 3|byR,+R,andR,-K,
it %] 5] lo=3- 3 3]
- i w2 L] 2
Rl0 -3 3| 3|byR,-R,
“loJa o ol
R T ) | ’
R|O -1 1 1 by; Rs.
0 0 0] O
The system (II) is reduced to the equivalent system
x2y+z=12 (i)
-y +z=1 (ii)
0z=0 (iii) | |
Equation (iii) is obviously satisfied for all choices of z. Equations (i) and (ii) yield
- ®=242y-z (iv)
y=z-1 W)

Since z is arbilm-}r, from equations (iv) and (v) we can find infinite.l)'
many values of x and y. This is equivalent to saying that the system has infinitely
many solutions. Thus the system is consistent.

(3)  Consider system (III). The augmented matrix of the system is

1.2 3] 1 1 -2 3 1

1 =2 31
-2 5-4| -2 then|-2.5 -4| 2 R0 1 =gl
e L B 1-4 -1| 5 O T

byR,+2R,and R, R,

| R L
RO 1 2| 0|byR,+2R,
0 0 0|4
The system (III) is reduced to the equivalent system
Xx=2y+3z=1 (i)
y +2z2=0 (ii)
z=4 (iii)

We see that the equation (iii) has no solution. Therefore, this system of
equations has no solution. Hence the system is inconsistent.

From the above, we note that the system of linear equations may have no solution,
have only one solution, or have infinitely many solutions.
2.6.4 Solution of a non-homogeneous linear equations

A system of non-homogeneous linear equations may be solved by using
the following methods.

(a)  Matrix Inversion Method i.e. AX=B=X=A"'B

(b)  Gauss Elimination Method {echelon form)

(c) Gauss-Jordan Method (reduced echelon form)
(d) Cramer’s Rule.

{a) Matrix Inversion Method

Consider the following system of three non-hom

ogeneous linear equations
in three variables x , x, and Xy,

A+ aux, +agx, = k,
X+ Ay, +ayx, =k,
Ay + a3 + ayx, =k,

This system is equivalent to the matrix equation.

a4, a, a, X k

a

1

u Gy Ay (|x, |=|k, lor AX =B, where

a:‘»l a?.: yy Xy I;\'_;
ay, alz [ 4 'kt
A=ay ay, ay X =|x, land B= o
Iy ay  ay, X k

3



= H e
ﬂ].e,ﬂ A 1 exiSlS— We hav

G |
f A is noti-singular, - _AB=IX = A'B=>X=AB
AX = B> AV (AX)= A7B2 (A AX =2 F7 TS

: iables is now determined as the produc f a system of
Thus the matrix of vana o for finding the solution 0 Al

The method discussed la’imv
non-homogenous linear equations
Example 14: Solve the system

is known as matrix inversion method.
1 rsion method

of equations by matrix inve

xn-n+5 =2
2x, + 2%, — X% =4
x+x =0
tion: Since .
i 1 -2 1 1T S 1 00 ln_l\dgig
ity 3 A==z 2 k= 0 A=l g 4
I 10 1 -2 1 1 -—_3 1
So, A ._:_,;.;jsts: -
. : i Ay Ay Au | (Did You Know 2
= adiA= % i for solving
A Sl b An : trix inversion method for sol
o o Ay Ay Ay :h:yl;:m of mon-homogeneous linear
% equations is applicable only when the
I coefficient matrix A is non-singular i.e.
= & -1 -1 3 1al # 0.
3
| 0 -3 6
i e R
But X=A"B,.mx=% -1 -1 3|4
L0 =3 6]|0
[1x2+1x4+0%0 . 6 2
=l —1x2-1%4+3x0 =§ -6|=|-2],
|0x2-3x4+6x0 -12| |4
2

=|-2|. Thusx =2,x,=-2 and x,=-4 .
—4| Which is the solution of the given system.

Gauss elimination method (Echelon form)

We are already familiar with the method of reducing the augmented
matrix of a system of non-homogeneous linear equations to echelon form. We
now apply this method to find the solution of a system of non-homogeneous
linear equations. The procedure is called Gauss Elimination Method (Echelon
Form).

Example 15: Solve the following system b); the method of echelon form.

(b)

2o+ 2x, —x, =4

x =2k +x =2

X+ x =0
Solution: The augmented matrix of the given system is
2 2 =14
1 =2 1] 2|. By2.6.3 (i) the echelon form of this matrix is
1 1 0i 0
1 -2 1| 2
0 6 -3| of.
0 0 -1| 4 -

From R;,we have x;=—4.

From R,,we have 6x,-3x,=0
Substituting x; =—4, in this equation we get x,=-2,
From R,,we have Xi=2x,+x=2

Now putting x,=-2 and X3 ==4 we obtainx, =2
Thus x;

=2, X2=-2, x3=—4 is the solution of the given system.
(¢}  Gauss-Jordan Method (Reduced Echelon Form)

Consider system of equations in example 14 above and the echelon form
L =2 1 2

0 6 -3 0f ofits augmented matrix.
0 0 -1 4




—2 1| 2 i
: :) 6 -3] 0| 0 reduced (row) echelon form, that is
matrix .
We reduce the o g oA 4
I &
o<1 1 1 g andDR,
e by — R, an
o 6 _3(0 Rlo 1 2 0 y 6 Rﬁ
0 g =vlY g o0 114

1 -2 0 6 1
Rlo 1 o -2[byR-Ryand Ri+3Ry
by YA A
1 0 0] 2
Elo 1 o] -2|byR+2R,
o 0 1l 4

The equivalent system in the reduced (row) echelon form is

x =2, II 3"2113=-4'
which is the solution of the given system. The procedure illustrated abov.e of
transforming a system of non-homogeneous linear equations into an equivalent

system in the reduced (row) echelon form is called the Gauss—Jordan Method
(reduced echelon form).

(d) Cramer’s Rule

Consider the following system of three (Ditf You Know S ?)
non-homogeneous linear equations in three
variables. Like matrix inversion method,
Tayx +apx e =k, g:r fr:g;ﬂ‘s ;ﬂie ]ils a};ﬁ;;ﬁ ;
o applicable only when
o Fapt tapn =kt (1) Cramer’s rule is simpler than
ayhy +apX +ayx =k, matrix method for finding

which is equivalent to the matrix equation ‘solution of the given system.
AX=B ()

d‘ll

where A=|a, a, ay,|.X=|x|and B=|Fk, |
2y 4 4y X k,

If 1Al#0, then A~ exists and (2) can be written as X = A™'B.

~ -1 _ 1 i - ]
Since A —madJ A,wehave X =A7'B= (maﬂ:ﬂ]ﬁ
NEEEEN Y Ak, + Ayky + Ay k,

:W Ay A, A, k: =—

ALk +A32k3+ k
Ay Ay A, ks | e l oty

Ak, + Ay, + Ak,

Ak + Ak, + Ak, -I

i 1Al
1
that is x, |=| dulit Aaky + Anky
:rL 1AI
g Ak + Ak, + Ak,
141 J
k, LUE R O
k, a, Ay
Thus %= Ky +k, A, +kA4, [k a, a,
Y T
ﬂ-” '{rl ﬂ]J
ay ky ay
x =kAa Ay v A, oy K, a,
1Al T
ay a, Kk
Oy @y Kk,
x = kA, +k, A, +thA, a;, kK
1Al FEE

This m i i
) ethod of finding the solution of the system is called Cramer’'s Rule



ramer’s rule to solve the following system.

Enm‘p}elﬁ! Use C
J'-._lzxz"'x} =2

. 211+'2‘x1_xa =4 ]

x5+ =0

1 -2 1

=1 =35é0
lation: We have 1AKE]2 2
A |

| LR ol
k, ay ax 4 2 -1
. ky ay 03 __,E__i_ﬂ : (Expanding by third row)
Now x= l.ﬁql = 3
2 |
4 -1 _6 -
=— —5— '
!
O e I e We observe that
ay k ay| (2 4 -1 the solution of
1-00 : : the given system
Iz:aal 5 tal 3 (Expanding by third row) ubtaigned by any
|AI ; of the above four
2 ]l methods are the
- ame.
2 4 1 E =6 _ o s
3 3
a, 1 -2 2 1 -3 2
e 2 0 4 (Expanding by
ay ay k| |12 2 4 ¥
1 0 0 2" Column)
autlJl:,=a“'a32 ) | L e
Al 3 3
g
1 0
=3 =4
3

Thus x, =2,x, =-2and x, =4 is the solution of the given system.

EXERCISE 2.4

Solve the following system of equations by matrix inversion method.

(i) dx=3y+z=11 (ii) x+y+z =1
2x+y=4z=-1 x+y-2z=3
x+2y-2z=1 2x+y+z=2

Solve the following system of equations by the Gauss elimination method

and Gauss—Jordan method.

(i) x—y+4z =4 (ii) 2x+d4y—z =0
2x+2y—-z =2 x=2y-2z =2
3x—2y43z=-3 =5x—-8y+3z=-2

Use Cramer’s rule to solve the following system of equations. -

(i) x=2y=-4 (i) x-p+2z =10
Jx+y=-5 x+y-2z=-4
2x+z=-1 3x+y+z.-=T7

Solve the following system of homogeneous equations.

(i) X=x,+x, =0 ()  x+x,+2x, =0
X +2x,-x, =0 2x+x,-x, =0
2x,+x,43x, =0 =X, +5 x,+4x; =0

For what value of A, the following system of homogeneous equations has
a non-trivial solution. Solve the system.

X +5x,43x, =0

S +x,-Ax, =0

X, +2X,+ Ax, =0

| Solutions of Systems of Equations
‘ B el
-5

A [

One Solution Mo
Selution
‘ o rrriih Infinite sohutions |
| Consistent Independent Inconsistent . Ci e [
: onsistent Dependent |
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R 4 0 -1 _
4. IfA=|0 4 6|amdB=| 2 0 3| .Find [24- 8|

ions
1. Choose the correct 0ptio s 7 .2, 4 -1 2 4
-~ Ta—5b 3¢ which one of the following ‘ . '
) \ 5 =0, then 5. Using properties of determinants, prove that
3 3c=5b (b) 14a-3c=5b |a*+2a 2a+1 1
(a‘; 113:3(: -lﬂb (d) l4a+10b= 3c 2a+1 a+2 |l = {5—1}3
(c SLua
3 3 I
a a 3
- x i : an and A, is the cofactor of a; in A. Then the | b o :
(). HAS |8y fn- Ta | i 6. IFA= , then show that AA' and A'A are both symmetric.
a:ﬂ an 333 : 0 ] 2- .
vyt |
value of | A | is given by A | - S T
)ay Ag +a12 A+ 313 An ) A+ 2 bn s h . 7. IfA=|-1 0 -1|,provethat A=A
ik ol Ao+ 823 A3 (d) ay Ay + 8y Ay + 231 Bal | . P
(c) 2z Ay +an AT o3 | -4 -4 -3
a 2 | he value of @ is
- i nd|A?| =125 then the 4 3
(i) A= [2 u_] s | | 8. IfA= 5 then find A+10A™
@zl ® £2 (©£3 g ; : i
(iv) If | A| =47, then find |All ined ? 9. Solvethesystem X+ y+z= 4
¥ 0,41 (047 ©0 (d) Cannot be determine i 2x-3y+z= 2
(v) Ifd::; (A) =5, then find det (15A) where A is of order 2x2. J| —x+2y-z=-1
(a) 225 (b)75 (c)375 (d) 1125 |- by using the following methods:
%5 I. (i) Matrix Inversion (i) Gauss Elimination
(vi) lfA:[U 3]‘ il sty !, (iii) Gauss Jordan (iv) Cramer’s Rule
10 | Elementary row operations: = __., o
% 0w > () L E hlaoy
(a) 0 3n 03 LU 1 | 1. inteschange of two rows ‘

: 1234 5510
LA 5 . 212
; 1[4.5 o il Ty B

4 [ Co:npul.e the pfﬂduﬂ 6 -1 5 6 1 4. 2, multiplication of a row by a non-zero number

I
i, | 1] . . ; l i [1234 1
i 2123|3 | ) 5
1 2 2 i : ' 5510] [5
B -
e
s

[y
L

oW s

R =T
AN ol

[ |
=, Tareas

3. additien of & multiple of one row ta ancther row

(1234 " r123 4]
ZI23)-2 2
lssi1o -

3. Provethat A=|2 1 2| satisfies A2—44-51=0.
' Dl < o]
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