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NORMAL
DISTRIBUTION

10.1 NORMAL DMSTRIBUTION

The normal distribution is undoubtedly the most important and frequently used of all
probability laws, because
(i)  the normal random variable does frequently occur in practical problems such as heights
and weights of individuals, 1.Q. scores, errors of measurements, efc.
(if)y it is the limiting form of many other probability laws and hence provides an accurate
approximation to them.
(iif) it is also the limiting distribution on the well known central limir thearem (as discussed
in Theorem 11.6).
Thus a greal many techniques used in applied statistics are based on the normal
distribution, The formal definition follows.
10.1.1 Normal Probability Density Function. A continuous random variable X is normally
distributed if and only if its probability density function is
!_ 2

l.‘_‘_.f.‘T
L for —ee'< x < oa

! |
flz)y = nxis lho) = —— &
cr‘,ll"zwt

where i is any real number (i e, —= < i < =) and o must be positive (£ e, 0 > 03,
n (= 3.141592654:---- Yy gnd e (= 2.718281828- -+ )} are constants, x is the value of
random variable X and f( x) is the density ( ordinate yat X = x

"A normal distribution is characterized by two parameters g and o, its mean and
standard deviation respectively. Sometimes it is denoted by N( pt, ¢ ). Thus

X ~ Ny, o)
means that a random variable X is normally distributed with its mean g and variance o*.

10.1.2 Shape of Normal Distribution. The
graph of a normal probability density function is
called a normal curve. As can be seen from the
definition, the probability density function for a
normal random wvariable has a unimodal,
symmetrical and bell shaped distribution.

Figure 102 shows the graphs of some >
typical normal density functions for wvarious L X

values of the parameters p and o. The parameter Fig 10.1 Normal distribution
o controls the relative flatness of the curve.
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(f)  Keeping u constant and decreasing ¢ causes the density function to become more
sharply peaked, thus giving higher probabilities of X being close to gL

(if) Keeping u constant and increasing ¢ causes the density function to flatten, thus giving
lower probabilities of X being close to u.

(iif) If o is held constant and u is varied, the shape of the density function remains the
same with its centre moving to the location of .

i ¥
Ll
¥ 0.71
o=14
0.3
(e 7= 1, 15
ﬂ.Z"f{x}
o o= |64
0.1+
} L%
0 p=5 u=§ pg=7 ¥ 0 x

a=10

Fig. 10.2 Normal probability density functions
10.1.3  Properties of Normal Distribution. The following are the main properties of normal
distribution (or curve).

(1} Continuous Distribution. The normal probability distribution is a continuous
distribution that ranges from — o to + oo,

Ry = [a: —ee < x < +00}
(2) Total Probability. The total area under the normal curve is unity. That is,
Pl-ee < X < 4+em) = |

(3) Mode and Maximum Ordinate. The normal probability density function is unimodal
(single peaked), its mode is g and its maximum ordinate at x = u is

S sl e I, S
o4 2n oy2n

4 Symmetrical Distribution. The normal probability distribution is a symmetrical
distribution. Thus =

(i)  The mean, median and mode coincide at .
Mean = Median = Mode = ,I:I!
() The lower quartile x,,; or Q, and the upper duartile x,.. or Q, are
equidistant from its mean .
Xggs — H = M — X4
(ifi)  All odd order moments about mean are zero.
By = My = ftg = =0




Normal Distribution 3

(5)

(6)

(7

(8)

9

(10)

(11)

Special areas under the curve. No matter what values of g and ¢ are, the areas under
the normal curve remain in fixed proportions within a specified number of & on either
side of . For example,

h Pu-o < X < 4+ a 0.6827
(i) Plu-2c < X < 1+ 20) (.9545
(liiy F(p—-30 < X < p+30) = 09973

Median, Quartiles and Quartile Deviation. In a normal probability distribution, the
median, the lower and upper quartiles and the quartile deviation are

Xos = I X0 = U — 0.6745 o, Xg75 = M + 06745 o,

0.D(X) = w = 06745 z%ﬂ‘

& = Xgas + Xyqs = A3 T %o
o e O = 003 035
2 1349

Variance, Standard Deviation and Mean Deviation. In a normal probability
distribution, the varniance, the standard deviation and the mean deviation are

Var(X) = o?
S IXX) = o

M.D(X) = a,l/i = 0790 = Lo
K

Moments and Moment Ratios. In a normal probability distribution, the first four
moments about mean and the moment ratios are

iy = 0, iy = 6%, My = 0, fy = 30"
3 0 My 3g*

Hi = = = 0, = o =
g 3 (o) By H3 (o?)?

Points of Inflexion. The points of inflexion of the normal probability density function
are equidistant from mean u, theyareat x = § — o and x = g + o The normal
probability distribution is a bell shaped distribution.

Asymptotic Curve. The normal curve is asymptotic to the x-axis, that
is, as ]x| grows without bound, the curve gets closer and closer to the
x-axis but always stays above it. The curve has a single peak in the

middle and tapers off gradually at both ends and never meets the x-
axis.

Reproductive Property. If X, and X, are two independent normal
random : !
variables having distributions N(g,, of) and N(y,. o3) respectively,
then




4 A Text Book of Statistics — Part 11

their sum X, + X, is also a normal random variable having the
distribution
Ny, + yy, af + a3).

10.1.4 Normal Cumulative Distribution Function. The cumulative distribution function for
the normal random variable X is

Flz) = X Ex) = P[==<X=ux)

3

{. ” ;H. ]_ i

Unfortunately, this integration cannot be carried out in the closed form. Mumerical
techniques could be used o evaluate the integral for specific values of u and o The various

possible values of g and o resolt in a family of unlimited number of different normal
distributions. Tt is, thus, necessary to tabulate the standard normal cumulative distribution
function, that can be used to evaluate the cumulative distribution function for a normal random
variable with any mean g and any standard deviation o.

0.2 STANDARD NORMAL RANDOM VARIABLE

A normal random variable X with mean g and standard deviation o can easily be
transformed into a standard normal random variable Z by the transformation

A= i
which has mean 0 and varjance 1. | 2 o
10.2.1  Standard Normal Distribution. [f the random variable X has a normal distribution
with mean u and variance ¢, then the random variable Z = (X — u)/ o has a standard
normal distribution with mean 0 and variance 1.

Theorem 101 ff X ~ N(p, o) and Z = (X — u)/ o, then

Z~ ND 1)
Since the standard normal probability density function and cumulative distribution
function are of such importance, we shall use special symbaols for them.

10.2.2  Standard Normal Probability Density Function. The probability density function of
the standard normal variable Z, denoted by of 2 ), is given as

|
1,.I'21'1:
Thus: @ z ) is the value of
standard normal probability density
functionat Z = z. Therefore, @( z) is
called as the ordinate of the standard

normal curve at £ = z. The ordinates

@( z ) have been tabulated for various
values of z in Table 7.

Theorem 102 If Z =~ N(D. 1), then

i i |
L = Sl sl
—_j-ftu}ldu—i T &

o) = E_:l";:' for —ea < 7 < oo

Pl

B

: Fig. 10.3 Ordinate of standard normal

o-z) = @lz) probability density function
at £ = z
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10.23 Standard Normal Cumulative Distribution Function, The comulative distribution
function of the standard normal variable Z, denoted by @ £ ), is given as

Dz) = P(Z521) = P[-=<Z <)

= | flu) du = j J__ =2 gy
Thus @ z) is the cumulative
probability up to Z = z in the standard
normal distribution, The cumulative
probabilities @( z) have been tabulated (=)
for various values of z in Table 9.
Note that
1 S
D) = 0 . .
D{+e=) = 1 Fig. 10.4 Cumulative probability in
standard narmal distribution
upto £ =z

Theorem 103 If Z ~ N0, 1) and d. b are any real numbers, then
(i) PZ£=a) @ al
(i) NZ=za) 1 - dfa)
(i) PlasZ<bh) = dh)-D®la)

Theorem 104 If Z ~ N(O, 1), then for any real value a
f) W=a) =1-=-P(a)
(i) PZza) = ®-a)
Gi) P(|Z|<a) = 2@(a) - 1
(iv) P(|Z|za) = 2@(-a)

10.2.4 Inverse Standard Normal Cumulative Distribution Function. The inverse standard
normal cumulative distribution function determines a value z comesponding to a given value of
the cumulative probability. Suppose that comulative probability at £ = : is p, then we have

$®lz) = Z=z) = il
®-Y(p) = z
The values of @ ~'( p) have been tabulated for various values of cumulative probability p in
Table 10. For example,

@(1.96) = 0975
®-1(0975) = 1.960

10.2.,5 Use of the Standard Normal Tables. We now show how the tables of the standard
normal distribution are used illustrating their direct or inverse use.

Il
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Example 10.1
(i Write down the equation of the standard normal distribution.
(ii)  Find the value of maximum ordinate of the standard normal curve correct to four places
of decimal.
(itf)  Verify that the ordinates of the standard normal curve at z = 1.27 and : = - 1.27 are
equal.
(iv)  Find the value 1 when the ordinate ai z is 0.12001,

Solution, (i) The probability density function of standard normal random variable Z is

I ;
_ E_‘EI."E —ooC iy & 6o

plz) = E

{ii) Since the standard normal probability density function is symmetric about zero, its
maximum ordinate isat 7 = 0

pl0) = L_ @2 = 1 _ 03989
| 2T 2x

(i) Either calculating directly or using the Table 7, we have

P(1.27) = L_ a2 _ gy9810
..,||'2:r|:

O(=127) = — 12172 = 017810
2x

Note @(-127) = @( 1.27)
Alternately,

o(-127) = ! e~i-12mif2 _ I e—ttamifa o o(-1.27)
J2n 2m

(iv) By the inverse use of Table 7 and the fact that @(-z) = ¢( z), we have
¢(z) = 0.12001
z = @7(0.12001) = +155
Example 10.2 If Z is a standard normal random variable with mean 0 and variance 1.

then find
() FZ<-19) () P(Z>1.26)
(iify P(-196 < Z < 1.96) () Pl-e < Z < 212)

(v) P(-272< Z < )
Solution. From the definition of standard normal cumulative distribution function, we have
(i) PlZ<-196) D -1.96)
0.02500 { From Table 9 )
1 - P(Z < 1.26)
1 -D(1.26) = 1 — 089617 = 0.10383

(]

(i) P(Z > 1.26)

Il
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(#dd) P(-19% <2<19)= P(Z<196) - P(Z < ~-196)

= @{1.95) - B(-1.96)

= 097500 — 0.02500 = 0.95
{vi) Pl <Z<212) =RAZ<212)-PZ<—e)

= ©(2.12) - B(—o)

= (98300 - 0 = 0.98300 [ since @ —e=) =0}
PZ<ew)=-PZ<=-272)
Do) — D(-2.72)
=1 - 0.00326 = 0.99674 {since D +e0) =1}

Example 103 If Z is a standard normal random variable with mean 0 and variance 1,
then find

¥ P(-272 < Z < =)

() P(Z<1282) iy P(|Z] < 1.64)

(i) P(|Z| > 2.37) (iv) P(Z<-164 or Z > 232)
Solution. From the definition of standard normal cumulative distribution function, we have
() P(Z < 1.282) = D(1.282) ( By interpolating )

1.282 — 1.28
- 1.23 —_—— . = "
P ) + 129 — 128 {®(1.29) - D(1.28) }
= 0.89973 + 0.2(0.90147 - 0.89973) = 0.900078
)  P(|Z] <164) =20(1.64) - 1 [ since P(|Z| < a)=2®(a) -1}

: =2(094950) - 1 = 0.899

G P(|z| > 237) = 20(-237) { since P(|Z| > a) =2®(-a))

= 2(0.00889) = 001778
(iv) P(Z<-164 or Z>232) MZ<=-164)+ P2Z>1232)
= P(Z<-164)+1- P(Z<232)
= @(-164) + 1 - P(232)
= 0.05050 + 1 - 0.98983 = 0.06067
Example 104 [f Z ~ N( 0, 1), then find the value of a such that

(H P(Z>a) = 0868, (i) P(|z| <a) = 090
iy P(|Z| > a) = 0238 () P(Z<a) = 06198
Solution. We have
(i) P(Z>a) = (.868
PZ<a) =1-0868 = 0132
D(a) = 0.132

i

®-1(0.132) = - L117 ( From Table 10 (a) }
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(i) P(|Z|<a) = 090
2@(a) -1 = 090 { since P(|Z|<a)=2d(a) - 1)
Pea) & 095
a = ®@°1(095) = 1.645
wi)  P(|z| > a) = 0238
2®(-a) = 0.238 [ since P(|Z]|>a) = 29(-a))
®(-a) = 0.119
-a = ®7'(0119) = —1.18
a = 1.18
(iv) P(Z<a) = 06198
®(a) = 06198
a = ®1(0.6198) ( By interpolating )
= ®-'(0.619) +M{¢“E{I.ﬁiﬂ}-fh“[ﬂ.ﬁlgi}
0.620 - 0.619

= 0.3029 + 0.8 (0.3035 - 03029) = 0.30498

10.2.6  Quantiles of Standard Normal Distribution. Let 0 < p < |, then the p-th quantile
or (100 p)-th percentile of the distribution of standard normal random variable Z is a value Z,

such that

“p

™z)) =p
z, = ®'(p) 3
Therefore, for the 95-th percentile = g, ; i
of standard normal random varigble Z, 0 ,:F e
- Fig. 10.5 Th f standard
i e p-th quantile of stan
K2 2995) = 095 normal distribution
P2pes) = 095
Zoos = DI(095) = 1645 { From Table 10 (a) )

Example 105 [f Z is a standard normal random variable, then find the lower and upper
guartiles, the imter quartile range, the quartile deviation and the 70-th percentile of the
distribution of Z.




Normal Distribution 9
Solution.
For the first quartile z, .5, we have
PlZ £ z35) = 025
D545 = 025
Zine = B H(D25)
Znas = —0.6745
{ From Table 10 (a) )

e
>

- Fig 10. t‘. Fm:t q_ua.ﬂ.ﬂe of standard
& narma.l distribution

For the third quartile z;, .., we have
HZE 2595) = 0I5
D(pq5) = 075
Zaas = B H(075)
Zggs = 0.6745
{ From Table 10 (a) )

A

e
Fig 10.7 Third quartile of standard
" normal distribution

\ s
The inter quartile range ( 1. Q. R ) and the gquartile deviation ( Q. D } are
LOR = zy55 — Zg35 = 06745 — (-0.6745) = 1.349

oD = Jo1s =T _ 0675 = (O6T45) _ s

2 2
For the 70-th percentile z,,,, we have
P{ A Zn_-}nj = 070

ql{ Zu_m _} =T U,Tﬂ
g0 = P7N(0.70)
f‘ P
:.'?D = ﬂ.5244 : __’

; e
iR a0 ) Fig 10.8 Seventieth percentile of standard
& normal distribution
Exercise 10.1
1. (@ Define the normal probability density function and the normal cumulative distribution
" function. Give the equation of the normal curve with mean u and standard deviation o
(b) Defide the standard normal probability density function and the standard normal
cumulative distribution function. Give the equation of the normal curve with mean 0

and standard deviation 1.

2. (a) Find the ordinates of the standard normal curve at .
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(B)

3. (a)

(&)

4. (a)

(5)

(c)

5. (a)

(i) z = 0.64, (i) z = 2.84,
(i z = -0.84 iv) z = -2.08
(0.3251, 0.0071, 0.2897, 0.0459)
Verify that the ordinates of the standard normal curve at ;1 = 1.27 and z = - 1.27 are

equal. Find the ordinate at z = 0.
(01781, 0.1781, 0.3989)

If the random variable Z has the standard normal distribution, find
(i) P(Z < 146) (i) P(Z>258)
(i) P(Z < -—148) () PZ>-198)
(v) P(056 < Z < 1.99) (vil P(-132 <Z < 165)
( 0.92785, 0.00494, 0.06944, 097500, 0.2644, 0.8571)
If Z ~ N(O, 1), verify that
) P(Z<-215) = P(Z>215)

(il PZ<186) = P(Z>-186)
( 0.01578, 0.01578, 0.96856, 0.96836)

If Z~ N(O, 1), find

() P(Z>1645) (i) P(Z<-1645)
(iiiy P(Z > 1.282) vy P(Z> 1.96)
(M PZ>2576) (vi) P(Z > 2326)
(vii) P(Z > 2.808) (vili) P(Z < -1.96)

(0.05, 0.05, 0.0999, 0.025, 0.005, 0.01, 0.0025, 0.025)
If Z ~ NO, 1), find

M Pz|<1) i) P(|Z]<196)

(iii) P(|Z] < 3), v P(|Z|>2)

v P(|Z]| < 1.78) vi) P(|Z|< +5645)

(vii) P(|Z| > 2.326) (viii) P(Z < -197 or Z > 2.5)

(0.6827, 095, 09973, 0.0456, 0.925, 0.9, 0.02, 0.03063)
If Z~ N(O, 1), show that
(i)  thecentral 95% of the distribution lies between +1.96, |, e.,
P(-196 < Z < 196) = 095,
(if)  the central 99% of the distribution lies between +2.576, i ¢.,
P(-2516 < Z < 2576) = 099,
If 2~ M0, 1), find aif
@ PZ<a) =035 (ily PZ>a) = 0025
(i) P(|Z|<a)=09 () P(|Z]|>a) = 0097.
(—0.4538, 1.960, 1.645, 1.66)
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{h) In a standard normal distribution, find
(/)  apoint that has 97.5% area below it, i. e., 2 75:
(i) apoint that has 97.5% area above it, i. e., z; 5!
(iif) two such points that contain central 90% area i e., z;,; and 2.
(1.96, -1.96, —1.645, 1.645)
6. (@ If Z ~ N0, 1),find a if P(|Z| < a) takes the value (i) 80% (i) 99%.
(1.282, 2.576)
() If Z~ N(O, 1) find a if P(|Z| > a) takes the value (i) 5% (i) 2%.
(1.96, 2.326)

7. (a) Find the median, the lower and the upper quartiles, and the inter-quartile range for a
standard normal random variable Z,

{(b) In a standard normal distribution,
(i}  what is the value of mode,
(if) theareatotherightof z = 1 is 0.1587, what is the area to the leftof z = 17
(éif) find two points on z scale such that the area between them is 80%,

(iv) find the area between — 1.5 and 2.5 on z scale.
(0; 0.8413; —1.28, 1.28; 0.9270)

10.2.7 Use of the Standard Normal Tables for Any Normal Distribution. We nuw?hnw
how the tables of the standard normal random wvariable Z can be used for any normal

random variable X where X ~ My, o).

Theorem 105 If X ~ N(y, o), then
F(x) = m[ 1_#]
o

Theorem 106 [If X ~ N(yu, o) and a, b are any real numbers, then

0 PX<a) = m{"_“]
o

(i) P(X2a) = l-r.tr[“"”]

43

(i) Pla<X<h) = t:-[b'—‘"]_:h[u]
O o

Theorem 10.7 If X ~ Ny, 0*) and a is any real number, then

fla) = L?[a_ﬁ]
o a

¢
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Example 106 If X is a normal random variable with = 40 and o = 5, write down its
probability density function. Find the ordinate of its normal curve at x = 425, Also find its
maximum ordinare,

Solution. We have

e a-u
fla) = = EP[ = ]
1 425 —40
ek s ALt
Jr425) 5 'P[ 5 ]
= %q,‘-f 0.5) = é{f]jﬂﬂ?] { From Table 7)
= 0.070414

Alternately, The probability density function of the normal random variable X with parameters
=40 and o= 5 is

1 iz — 402 [ 2rey2 | B 2/
flx) = prlz—A0E 28" — = =lx-d)T S50
5"|I| 2n 5..”|' in
fid25) = ] e—25-402 /50 _ o704

in

The maximum ordinate of this normal curve isat x = g = 40, which is

1 ( 4040
JA0) = ?'F[ 5 ]
= %q:un = %(0.39394} ( From Table 7)
= 0.079788 =3

Example 10.7 The scores made by candidates in a certaiz it are normally distributed with
mean 500 and standard deviation 100. What percent of the candidates received scores

({)  less than 400, (i} more s 1 700,

(iiiy  Dbetween 400 and 600, {iv) which differ from mean by more than 150,

(v)  if a candidate gets a score of 680, what percent of the candidates have hivher scores
than he?

Solution. Let X be the score of a candidate, then g = 500 and o = 100.
(@ P{Jr<4m1:p{x_-‘*q*m‘5m)
o 100
= P(Z<-1) = ®-1) = 015866 = 15.87%
F[ X—@ ?ﬂﬂ—im]

(i) P{X > 700)

o 100
= MZ>2)=1-_PZ<2)
= | -®2) = 1-097725 = 002275 = 2.28%
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(1111] P(400 < X < 600)

[4!]0—5[!] X—n ﬁﬂﬂuﬁﬂﬂ]
P < <

100 a 100
= M=l ZL=1)

=D(1)-Dd(-1)
= (.68266 = 68.27%

| X=p]|, 150
0 100

= P(|Z| > 15) = 24(-15)

PlZ<1)-PlZ<=-1)
0.84134 - 0.15866

]

)  P(X-pu|>150)

= 2(006681) = 0.13362 = 13.362%
X-p ﬁsn‘smj

(v) FI'X:-BEHJ'=P[

o 100
= PZ>18) =1-PZ<L8)
= 1-®(18) = 1-096407 = 0.03593 = 359%

Example 10.8  Given that the height of college bovs is normally distributed with mean 5°-2"
and standard deviation 4” and thar the minimum leight reguired for joining the N.C.C. is
5'-4", Find the percentage of bovs who would be rejected on account of their height.

Solution. Let X be the height of a college boy, then u = 5-2" = 62 inches and o = 4 inches.
The students with heights less than 5°-4" = 64 inches will be rejected for joining N.C.C. Then

P(X < 64) = Pl & ook E“"ﬂ}
o 4

= P(Z<05) = ®05) = 060146 = 69.15%

Example 109 In a normal distribution with mean g and standard deviation o find
Plu-osX=s=u+o)

Solution. Let X be a normal random variable with mean g and standard deviation o, then

g=a=p  -X=p . .H‘H-'f—.li]
o . o4

F{,u~r.r£:(£,u+ﬁ'|:[

P(-1<Z=<1)
(1) - ®(-1)
0.68268

Example 10.10 If the diameters of ball bearings are normally distributed with mean 0.6140
inches and standard deviation 0.0023 inches, determine the percentage of ball bearings with
diameters

HZ=s1)-PKZs~-1)
0.84134 — 0.15866

(i)  lessthan 0.608 inches, (ify greater than 0.617 inches,
(iii) between 0.610 and 0.618 inchesinclusive, (iv) egual to 0,615 inches,
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Solution. Let X be the diameter of a ball bearing, then u = 0.6140 inches and o = 0.0025
inches. Considering the measurement errors, we apply continuity correction to the measurements.

{f) The diameter smaller than 0.608 inches is in fact the diameter less than (.6075 inches.
Then

= 6075 — 0.6140
P{X{U.E{ITSJ=F[X i 890 ]

e~ 00025
P(Z<=26)=®D-26) = 0.00466 = 04606%

(i) The diameter greater than (.617 inches is in fact the diameter more than 0.6175 inches.
Then

P(X > 06175) = P[ Xsji, ﬂ-ﬂ?ﬁ—ﬂ.ﬁim]

o 0.0025
PZ>14) = 1-PZ<14) = 1-D(14)
1 - 091924 = 0.08076 = B.076%

(i) The diameter between 0.610 and 0.618 inches inclusive is in fact the diameter between
0.6095 and 0.6185 inches. Then

1]

"

P(0O.6095 < X < 0.6185) < <
0.0025 (o) 0.0025

= N-18<Z<18)=PZ<18)-PZ<-18)
= ®(18) - d(-1.8) = 0.96407 — 0.03593
= (092814 = 92.814%

{iv) The diameter equal to 0.615 inches is in fact the diameter between 0.6145 and 0.6155
inches. Then

[' 0.6095 - 06140 X —u  06185- 06140 ]

P0.6145 < X < 0.6155)

It

P[ 0.6145 — 0.6140 - X-pu = 06155 —ﬂ.ﬁ]‘iﬂ]
0.0025 a 0.0025

P02 <Z<06)=PZ<06)- PZ<02)

O(0.6) - (0.2) = 0.72575 - 0.57926

= 0.14649 = 14.649%

10.2.8 De-standardizing. Sometimes it is required to find a value of X that corresponds to the
standardized value of Z. We use the relation

X -u
o

10.2.9 Quantiles of a Normal Distribution. Let 0 < p < |, then the p-th quantile or
(100 p)-th percentile of the distribution of standard normal random variable Z is a value z,

such that

I

Z =

= X =u+o0Z

KZs z)

/]
=

]
=

D(z,)

z, = ®7(p)

n




Normal Distribution 15

This value 7, of the p-th quantile or (100 p)-th percentile of the standard normal random
varigble Z = (X - p)/o can be de-standardized for determining the p-th quantile or
(100 p)-th percentile x, of any normal random variable X with parameters g and o by
the relation

X =u+0oZ
Therefore
X, = p+oz,
Example 10.11 If X ~ N( 50, 25 ), find the value of X which carresponds to a standardized
value
iy =14, iy 0, (i) 1.6

Solution. We have X ~ N(50, 25),then g = S0 and 62 = 25 = o = 5.Then
x—Uu x—50

I = = = x = 5+5%
o 5
Putting the values () z =-14, (i) z =0, (i) z = 1.6, we get
(i) For z = —1.4, weget

x = 504+5z =50+ 5(-14) = 43

(i) For z = 0, we get

x=50+5z =50+5(0) =350
(i) For z = 1.6, wepget

x = 50 +5z =50+ 5(16) = 58

Example 1012 If X ~ N(70, 25). find

(i)  apoint that has 87.9% of the distribution below it

(i) a point that has 81,7% of the distribution above i1,

(i) two such points between which the central T0% of the distribution lies.
Solution. Wehave X ~ N(70, 25),then 4 = D and 0® = 25 = g =5
(f) Let a be the point that has 87.9% area below it. Then

P(X<a) = B79% = 087D

P[ = "'m] = 0879
o 5
P(Z{ "“m] = 0.879
5
¢[ "_m] = 0.879
5
";m = ®'(0879) = 1.17 { From Table 10 (a) }

a=T+5(1L17) = 7585
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{di) Let a be the point with that has 81.7% area above it. Then

P(X>a) = 817% = 0817
P(X<a) = 1 —0817 = 0.183
P[ =t "Fm] = 0.183
a ]
P[z-c “'m] = 0.183
5
m[ ”__m] = 0.183
.
“‘5?“ = ®1(0183) = —0904

a = T0+5(=-0904) = 6548
{iiF) Let a, b be the two points between which 70% area lies. Then
Pla<X< b) = T0% = 070

But PiX<ca)+Pla<X< b)+P(X>0b) =1 ( Total probability )
PIX< a)+070 +PX>5b) =1
PX< aY+BX>586)=1-=-070= 030
By symmetry P(X < a) = P(X>b) =030/2 = 0.15, therefore
P[Xl‘*h] = .15
P(X <a) = 015 (X<b) =1-015 = 085
P[xr#c:a_?ulzﬂ.ls P[x_“-:b'm]=u.ss
a 5 a 5
P[z-:“_m]zu.ls P[Z{b;m]=ﬂ.85
:1:( il ] = 0.15 m[ b_m] = 0.85
5 . 5 -
- 70 -70
2 = @'(0,15)  Jndd LR @-1(085)
5 3
a-70 _ 10364 b= _ 10364
5 5
a = T0+ 5(-1.0364) = 64818 b = 70 + 5(1.0364) = T75.182

Example 10.13 If X ~ N( 24, 16 ), then find the 33-rd percentile.
Solution, We have X ~ N(24, 16),then g = 24 and al'= 16 = o =4
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For the 33-rd percentile x,,, or P,
we have
P(X < xy5,) = 0.33

F[ il A x“'334_24 ] = 033

o
P(Zﬁ‘fy@‘#] = 0413 '.:1Ii-|' 1
Fig 10.9 Thirty third percentile
Xyqq — 24 i al
o| Jon = 033 o{ th.? given norm
4 distribution
Xyqy — 24 21
*.3._4 = ®1(033) = -04399
Xoa3 = 24 + 4(-04399) = 2224

10.2.10 Finding the values of u or o or both.
Example 10.14 If X ~ N( y, 25) and P(X > 69.6 ) = 0.017, find the value of the mean, .

Solution. Wehave X ~ N(u, 25), theno® = 25 = o = 5
P(X >0696) = 0017

P(X<696) = 1 - 0017 = 0983
P[ el w‘ﬁ*“] = 0983
o 5
P[Z {M] = 0.983
5
cn[m—'”] = 0.983
5
ﬁg_'i__” - ©1(0983) = 2.120

U= 696 —5(212) = 59
Example 10.15 If X ~ N( 50, 0%) and P(X < 60.6) = 00983, find the value of the
standard deviation, .
Solution. Wehave X ~ N(50, ¢?), then u = 50
P(X < 606) = 0983

P[ T '5“'5'5“] = 0983

o [s2

. P[Z < E] = D983
o
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of

10.6 ]
a

10.6
3
10.6

0.983

@' (D9B3) = 2.120

21200 — a0 =5

Example 10.16 In a normal distribution 33% of the values are under 48 and 12.3% are
over 60, Find mean and standard deviation of the distribution.

Solution. We have

PX<48) = 33% = 033
P[ E-4 0 ]: 0.33
o o
P[Z s =) ] = 03
o
48 -
of £ ]: 0.33
| o
48 —
8K _ @1(033) = -04399
a
48 =g = =080 oy
Subtracting (7} from (if), we get
6 —u = Lis0l o
48 - u = -0439 g
=: /iy +
12 = l6o
Putting this value of & in (i), we have
60 - 4 = L1601(7.5)

P(X>60) = 123% = 0123
P(X<60)=1-0123 = 0877
P[ X—p P ]= 0.877
o aF
F(E{ 50— n J = 0.877
T
¢[ o —u ]: 0.877
a0
00-# _ o-1(0877) = 11601
a
S | @rse = L0 G et D
=3 o =735
= u o= 513

Example 1017 If X is a normal random variable with parameters g = 50 and o = 10.
Find its mean, median, mode, lower and wpper quartiles, quartile deviation, mean deviation,
variance, standard deviation, first four moments about mean, moment ratios and moment

coefficient of skewness.
Solution. We have o

50, F

10

The mean, median, mode, lower and upper quartiles of the distribution are

Mean = u = 30,
Xpas = M- 067450

Xgas = M+ 06745 @

Median: r,;, = g = 50, Mode = g = 50
50 - 0.6745(10) = 43.255
50 + 0.6745(10) = 56,745
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The guartile deviation, mean deviation, variance and standard deviation of the distribution are

Q.D(X) = 067456 = 0.6745(10) = 6.745
M.D(X) = 079796 = 0.7979(10) = 7.979
VarlX) = o2 = (10 = 100
SD(X) =0 =100 = 10

The first four moments about mean, moment ratios and moment coefficient of skewness of the
distribution are

i, = 0, B, = 62 = (10) = 100,
By = 0, gy = 30 = 3(10) = 30000
u3 (0)? iy 30000
= — = =i} = — = —— =
. ui o (100)} . pi o (100)
R e g

T Ty

Example 10.18 In a normal distribution lower and upper quartiles are 28 and 55 respectively.
Find mean and standard deviation of the normal distribution.

Solution. We have x,.. = 28 and x,,; = 55.Then

= 'tﬂ.lﬁ + ‘xﬂ.?ﬁ - 28 + 55 = 41.5
x 2 oo T
R T SR 35 - 28 - 20
1.349 1.349

10.2.11 Normal Distribution as a Limit of a Frequency Distribution of a Continuous
Variable. A normal curve serves a good approximation not only for a histogram obtained from
the binomial distribution but for many other histograms of observed frequency distributions of
continuous random variables as well. Frequently a histogram of an observed frequency
distribution with mean ¥ and standard deviation s is well approximated for a large number of
observations n = X f; by the normal curve whose equation is given by

Jlx) = it e"'r_I]z"fE”!
s 2W

where & is the common class interval in the grouped frequency distribution. The smaller the
value of f, the better the approximation will be.

Exercise 10.2

L. (@) If X isa normal random variable with i = 24 and o = 4, write down its probability
density function. Find the ordinate of its normal curve at x = 21. Also find its
maximum ordinate.

( 0.075285, 0.099735)
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(b)

(c)

2. (a)

(b)

3 (@)

(b)

(c)

(d)

Suppose that during periods of transcendental meditation, the reduction of a person’s
oxygen consumption is a random variable have a normal distribution with g = 376¢.¢c
per minute and @ = 4.6 ¢ ¢ per minute. Find the probabilities that during a period of
transcendental meditation a person’s oxygen will be reduced by

{(i'  at most 35.0 c. ¢ per minute,

(i) atleast 44.5 ¢, ¢ per minute,

(fti) any where from 30.0 to 40.0 c. c. per minute,
( 0.28604, 006681, 0.64900 )

Let X ~ N( 20, 25), find the area under the normal curve
(i) below 30,
(ify above 30,
(iif) berween 30 and 42

(0.97725, 0.02275, 0.02274)

Suppose that it is know that IQ's for adult Pakistanis are normally distributed with
4 = 100 and o = 10. If an individual with an IQ of 130 or above is classified genius,
what is the probability that a random selection yields a genius?

( 0.00135)

The mean inside diameter of a sample of 250 washers produced by a machine is 5.05
mm and the standard deviation is 0.05 mm. The purpose for which these washers are
intended allows a maximum tolerance in the diameter of 4.95 mm 1o 5.10 mm,
otherwise the washers arc considered defective. Determine the percentage of defoctive
washers produced by the machine assuming the diameters are normally distributed

( 18.14% )

The length of life for a washing machine is approximately normally distributed, with a
mean of 3.5 years and a standard deviation of 1.0 years. If this type of washing
machine is guaranieed for 12 months, what percentage of the sales will require
replacement?

{ 0.62% )
Assume that the time X required for a runner to run a mile is a normal random variable
with parameters 4 = 4 minutes 1 second and ¢ = 2 seconds. What is the

probability that this athlete will run the mile
(f)  inless than 4 minutes,

(i) in more than 3 minutes 55 seconds.
( 0.3085, 0.9987)
Assume that the distance X that a particular athlete will be able to put a shot (on his
first try) is normally distributed with parameters u = 50 feetand o = 5 feet
Compute the probability that he tosses it not less than 55 feet and the probability that
his toss travels between 50 feetand 60 feet,
(0.1587, 0.4773)

If X is normally distributed with parameters y and o, find the area under the curve
between

() (Uu-o)and (U + o),

(i) pand (p+20)
( 0.68268, 0.47725)
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4. (a)

]

5, (a)

(b)

(c)

6. (a)

b

i(c)

The heights of boys at a particular age follow a normal distribution with mean 150.3 cm
and standard deviation 5.0 cm. Find the probability that a boy picked at random from
this age group has height

(i)  less than 153 om,

(if) more than 145 cm,

(iii) between 146 cm and 152 cm.
( 0.67003, 0.83147, 0.5015)

Suppose the weekly incomes X are normally distributed with mean 10.06 Rs. and

variance 2.64 Rs. ., find the probability P(8 < X < 12). Assume that the incomes are
recorded to the nearest rupee.
( 0.87569)

Find the value of X which corresponds to a standardized value of - 2.05 and 0.86 for
each of the following distributions
(i) X ~ MN623,38)
(i) X ~ Ny, o),
(i) X ~ M(a,b).
(49.66, 67.60; u~2.050. p+0860;: a — 205 b . a + 086,b )

If X ~ N( 100, 64), find the value of a suchthat P(X < a) = 0.95.
(113.16)

If X ~ N(60, 25), find the value of a suchthat P(X > a) = 0.837.
(55.00)
In a normal distribution g = 30 and o = 5. Find
(i a point that has 15% area below it.
(ii)  apoint that has 28% area above it,
(fif)  two points containing middle 95% area,
(24.8; 329:; 20.2 and 39.8)
The time required by a nurse to inject a shot of penicillin has been observed to be
normally distributed, with a mean of g = 30 seconds and a standard deviation of
o = 10 seconds. Find the
(i} 10-th percentile, i, ., X
(if)  90-th percentile, L €., X, qq-
(17.2 sec, 42.8 sec)
Scores on a national education achievement test are normally distributed with u = 500
and o = 100.
(i)Y  What is the 95-th percentile of this distribution,
(i) What are the lower and upper quartiles of this distribution.

(iify Tf the university decides to accommodate the 40 percent of the students with
the highest scores, what is the score that separates the successful applicants
with unsuccessful?

{ 664.5: 432.55, 567.45: 525.33)
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1. (@)

(B)

8. (a)

(b)

9. (a)

(b)

10. {a)

(b)

11. (a)

(b)

12, (a)

The height a high jumper will clear, each time he jumps, is a normal random variable
with mean 6 feet and standard deviation 2.4 inches.

(i) ~ What is the greatest height he will jump with the probability 0.95?

(i) What is the height he will clear only 10% of the time?
( 68.06 inches, 75 inches )
Suppose that the amount of vaccine required to immunize human beings against
smallpox is normally distributed with g = 0.250 ounce and o = 0.040 ounce.
Increasing the dosage increase the chances of successful vaccination. What is the
minimum dosage required to produce success in 99 percent of the cases.
( 0.34304 ounces) :

If X ~ N(70,25), find the value of @ suchthat P(| X — 70| < a) = 0.8. Hence find

the limits within which the central 80% of the distribution lies.

{6.41, 63.59, 76.41) -

Bags of flour by a particular machine have masses which are normally distributed with
mean SO0 g and standard deviation 20 g. 2% of the bags are rejected for being
underweight and 1% of the bags are rejected for being over weight. Between what
range of values should the mass of a bag of flour lie is to accepted?

(458.92, 546.52)

The lengths of items follow a normal distribution with mean 4 em and standard
deviation 12 em. It is known that 4.78% of the items have a length greater than 92 cm,
Find the value of mean g

[(72)

The lengths of rods produce in a workshop follow a normal distribution with mean u
and variance 4.1f 10% of the rods are less than 17.4 cm long. Find the probability that
a rod chosen at random will be between 18 and 23 cm long.

(0.7725)

Tea is soled in packages marked 750 g. The masses of the package are normally
distributed with mean 760 g standard deviation o. What is the maximum value of the
o if less than 1% of the packages are under weight?

(4.299)

Suppose that the life in hours of an electric tube manufactured by a certain process is
normally distributed with parameters g = 160 hours and & hours. What is the
maximum allowable value for o, if the life X of a tube is to have probability 0.80 of
being between 120 and 200 hours?

(31.21)

Assume that we have a large number of students whose average weight is 150 /b and
that the weights are normally distributed. If we know that 36.4% of the students have

weights between 137 and 163 Ib. What is the standard deviation of the weighis?
12747)

In a pormal distribution g4 = 40 and P(25 < X < 55) = 0.8662. Find
P20 < X < 60).

(0.9545)

In a normal distribution 31% of item are under 45 and 8% are over 64. Find the

mean and standard deviation of the distribution,
(50, 10)
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()

13. (a)

(b)

(e)

14. (a)

(b)

15. (a)

(b)

16. (a)

(®)

If X ~ N(p, 6*) and P(X < 35) = 0.20 and P(35 < X < 45) = 0.65. Find

L and o.
(39.5; 532)

Assuming that the number of marks scored by a candidates is normally distributed, find
the mean and the standard deviation, if the number of first class siudents (60% or more
marks) is 25, the number of failed students (less than 30% marks) is 90 and the total
number of candidates appearing for the examination is 450,

(4037, 12.32)

A marketing organization grades apples into three sizes, small (diameter less than
60 mm), medium ( diameter between 60 and 80 mm ), and large ( diameter more than
80 mm ). A certain grower finds that 61% of his crop falls into the small category, and
14% into the large category, Assuming that the distribution of the diameter X of the
apples is described by a normal probability density function, calculate the standard
deviation and mean of his crop.

(24.97, 53.03)

The maximom temperature on June, 1 in a certain locality has been recorded and
observed as normally distributed over year, About 15% of the time, it has exceeded 30

C, and about 5% of the time, it has been less than 20" €. What is the mean and
variance of the data?

(2613 ¢, 1391°C)
A man cuts hazel twigs to make bean poles. He says that a stick is 240 cm long. In fact,
the length of the stick follows a normal distribution and 10% are of length 250 cm or
more while 55% have a length over 240 em. Find the probability that a stick picked at
random is less than 235 cm long.
(0.203 )
The 90-th percentile of a normal distribution is 50 while the 15-th percentile is 25.
(fy Find g and o
(if)  What is the value of 40-th percentile.
(36.17, 10.79, 33.44)

The masses of articles produced in a particular workshop are normally distributed with
mean g and standard deviation o. The 5% of the articles have a mass greater than
85 g and 10% have a mass less than 25 g. Find the value of g and @, and find the
range symmetrical about the mean, within which 75% of the masses lie.

(51.3, 205, 26.72, 73.88)

In a certain examination, the percentage of passes and distinctions were 80 and 10
respectively. Estimate the average marks obtained by the candidates, the minimum pass
and distinction marks being 40 and 75 respectively, assume the distribution of marks
to be normal.

(53.87, 16.48)

What is the importance of normal distribution in statistical theory? Describe its
properties.

Suppose that X is normally distributed with g = 25 and o = 5. Find

(i1  the lower and upper quartiles,
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(i}  the median,
(fif} the mean deviation.
(21.6, 284, 25, 4)

(¢) Inanormal distribution, the lower and upper guartiles are respectively 8 and 17. Find
mean and standard deviation of the normal distribution,
(12.5, 6.,67)

(d) The continuous random variable X is normally distributed with mean g and standard
deviation & Giventhat P(X < 53) = 0.04 and P(X < 65) = 0.97. Find the inter-
quartile range:of the distribution.

(4.46)

17. (@) The value of second moment about the mean in a normal distribution is 4. Find the third
and the fourth moments about the mean in the distribution.
(0, 48)

(b) Find the proportion of the area under the normal curve included between the limits
4+ o put2cand g £ 30 where g and o denote the mean and the standard
deviation.

( 0.6827, 0.9545, 0.9973)
{c) If X is a random variable with distribution N 12.5, 9 ) and the random variable
Y=pg(X)=2X +5Find Pl-= 2 Y<2])and (45 2 ¥ £ =),
( 0.06681, 0.00621)
Exercise 103
Ohjective Questions
1. Fill in the blanks.
(i) The normal distribution is a ——— distribution that ranges
from —oco to oo, (continuous)

(ify  The value of the parameter @ of a normal distribution is

alwayg ——— (pasitive)
(iify  The normal distribution is a bell shaped ——— distribution.  (symmetrical)
(W) If X~N(50,25),then 6 = ———, (5)
(v) ;he maximum ordinate of the standard normal curve is at I ©)
(vi)  Ina standard normal distribution, if

P(Z < Zg47) = 0975, then 2545 = —. (1:96)
(vii) The maximum ordinate of a normal curveisat X = ()
(viii) The total area under a normal curve is ——— . (umity)

{ix) The ——— of a normal distribution correspondsto z = 0
in the standard normal distribution. (mean)
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(x)  Inanormal distribution, the mean, median and mode
are {equal)
2, Fill in the blanks.
() Inanormal distribution, — = p - 0.6745 0. (Q)
(i) In a normal distribution, ———— = g + 0.6745 ¢ (Q,)
(iiy  Inanormal distribution, QD = o. (2/3)
(iv) Inanormal distribution, M D = o. (4/35)
(vp  The limits p £ 0.6745 ¢ include ———— percent area
under the normal curve. (30)
(vijj The limits y4 * ¢ include ———— percent area under the
normal curve. (68.2T)
(viiy Thelimits y + 2 ¢ include —— percent area under the
normal curve. (95.45)
(viii) The limits g * 3 o include ———— percent area under the
normal curve. (99.73)
(ix) In a normal distribution, all odd ordered moments about mean
are 2. (zero)
(x) Inanormal distribution, f, = 0 and §, = (3)
(xiy The normal distribution is neither platykurtic nor leptokurtic
but {mesokurtic)
(xif) The points of inflexion of a normal curve are ——— from
mean. (equidistant)
3. Mark off the statements as true or false,
() Normal distribution has two parameters namely g and o . (true)
(i) If X is normally distributed with mean @ and variance o*
then itis denoted by X ~ N{, o®). (true)
(fii)  The standard normal distribution has mean 0 and variance 1. (true)
{iv)  The maximum ordinate of a standard normal curve isat Z = 1. (false)
{¥)  The standard normal distribution is symmetrical about Z = 0. (true)
{vi)  In a standard normal distribution, if
P(Z < 750s) = 0025, then 75, = — 1.96. (true)
{(vii)  Tn a standard normal distribution, if
P(Z < z5475) = 0.975, then 7,45 =1.96. (true)
(viii} In a standard normal distribution, if
P:|’|Z| < a) =095 then a = 1,96, (triie)
(ix)  The normal curve has maximum ordinate at X = 0. (false)
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4. Mark off the following statements as false or true.

(i)

(i)

(1if)

(iv)
(v)

(i)
(vif)
(viii)
(ix)
(x)
(xi)

(xif)
(xier)

{xiv)

(xv)

(v

The shape of a normal distribution depends upon its parameters
namely g and o

The parameter ¢ controls the relative flatness of the normal
curve.

The normal distribution is a bell-shaped symmetrical
distribution.

In a normal distribution, the mean, median and mode are equal.
In a normal distribution,

Q= p-067450 and Q,= p + 06745
In a normal distribution, mean and variance are always equal,
The expected value of a normal distribution is
The standard deviation of a normal distribution is o
The quartile deviation of a normal distribution is 0.6745 o

The mean deviation of a normal distribution is (0.7979 o,

The two points containing the middle 95.45% area under a
normal curve are 4 + o.

In a normal distribution, all even ordered moments about mean
are Zero,

In a normal distribution, all odd ordered moments about mean
are zZero, ",

In a normal distribution, B, = 0 and f§, = 3.
The points of inflexion of the normal curve lieat u + 2 &

The normal curve gets closer and closerto I _-axis but never
touches it.

(rrue)

(true)

(rrue)

(true)

{true)
(false)
(true)
(true)
(true)

irrue)

(false)
ifalse)

{true)

(true)

(false)

(true)

skl i




SAMPLING
TECHNIQUES
AND SAMPLING
DISTRIBUTIONS

11.1 POPULATION (OR UNIVERSE)

A population is the totality of the observations made on all the objects (under

investigation) possessing some common specific characteristics, which are of particular interest to
researchers.

The population is the aggregate of the elements and these elements are the basic units
that comprise and define a population. The population must be defined in terms of

{i) content, (if} unit, (i) extent, (iv) time

For instance, the students of first year class at a given college. the characteristic to be
investigated may be the score received by each student in a college entrance examination, in a
given year. Populations may be finite or infinite.

11.1.1 Finite Population. A population is said to be finite if it includes a limited number of
elementary units {objects or observations).

Examples of a finite population are: the heights of all the students enrolled at a college
in a given year, the wages of all employees of a steel mill in a given vear, the amount of money
spent by each student in an engineering university in a given academic year, or the grading of
items as defective and non-defective that are produced by an industry on a given day.

11.1.2 Infinite Population. A population is said to be infinite if it consists of unlimited
number of elementary units. At least hypothetically, there is no limit to the number of units it can
include.

Examples of an infinite population are: the weights at birth of all human beings, the
results obtained by rolling of a die, the lifetimes of all the bulbs produced in a production process
that operates indefinitely under given manufacturing conditions.

11.2 SAMPLE

A sample is a part of the population which is selected with the expectation that it will
represent the characteristics of the population,

11.2.1 Sampling. Sampling is a procedure of selecting a representative sample from a given
population.

11.2.2 Sample Survey versus Complete Enumeration. The collection of information from a
part of the population is called making a sample survey. The collection of information from all
elements in a population is called taking a census or making a complete enumeration,

27
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11.2.3 Purposes of Sampling. The two basic purposes of sampling are:

(i) To obtain maximum information about the characteristics of the population with
minimum cost, time and effort,

(ii) To find the reliability of the estimates derived from the sample.

11.2.4 Advantages of Sampling. Following are the main advantages of sampling over a
complete census,

(/)  Time Saving: A sample survey involves lesser amount of time and energy than a
complete enumeration both in the execution and the analysis of data. This is a vital
consideration when the information is urgently needed as the results from a sample
survey are more readily available.

(i) Economic: A sample survey requires less expenses and labour as compared to a
complete census because the cost of covering only a fraction will be lower than that of
covering the whole population.

(iif)y Accuracy: A sample survey provides the results which are almost as accurate as those
obtained by complete census, A properly designed and carefully executed sample survey
will provide even better results.

(iv) Feasibility: Sometimes the data are obtained by tests that are destructive. For example,
to know the average life of certain type of electric bulb. we shall take a sample of these
bulbs and keep them on until they burn out. We cannot think of testing the whole lot. In
testing blood of a patient we do not drain the entire blood out of him but examine just a
few drops. Sampling may be the only means available for obtaining the desired
information when the population is infinite or inaccessible. In such cases complete
enumeration would neither be physically possible nor practically feasible.

Whatever be the merits of sampling, it cannot totally replace a complete census. A
census is a record of a nation's history and its importance has to be given due acknowledgement.

F.2.5 Limitations of Sampling. If the basic facts of each and every unit in the population
are needed, census hecome indispensable. The sample will not meet such a requirement.

For example. the list of income tax payers is prepared very carefully, the list of voters is
prepared to include the name of each and every voter, or an inventory of all goods and stocks is
necessary to know the toial amount of stocks of a firm,

1.3 SAMPLING DESIGN

A sampling design is a procedure or plan for obtaining a sample from a given population
prior to collecting any data,

The collection of detailed information is known as survey. When a survey is carried out
hy a sampling design, it is called a sample survey. A sample survey should be properly planned
and carefully executed in order to avoid inaccuracies,

11.3.1  Sampling Units. Sempling wnits are those basic units of the population in terms of
which the sample design is planned.

The sampling units must be distinct and exhaustive, i e., they must make up the whole
population and they must not be overlapping. Sometimes the sampling unit is obvious, as in a
population of students or in a population of light bulhs. Sometimes there is a choice of sampling
unit. In sampling an agricultural crop, the sampling unit might be a field. a farm or an area of land
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whose shape and area is at our disposal. In sampling a human population, the unit might be an
individual person, the household or all the persons living in a block.

11.3.2 Sampling Frame. A sampling frame is a complete list of the sampling units.

For example, a complete list of all the students in a college on May 10, 1995, is the
frame.: A complete list of all households in a city is an other example of the frame.
11.3.3 Types of Sampling Designs. Meaningfulness of estimates, obtained from a sample,
depends upon the methods of selecting a sample. Broadly speaking there are two different
sampling schemes.
()  Non-probability sampling
(ify  Probability sampling

1.4  NON-PROBABILITY (NON-RANDOM) SAMPLING

A non-probability sampling is a procedure in which we cannot assign to an element of
population the probability of its being included in the sumple.

We often make inferences about the population from arbitrary and informal samples. A
wheat dealer forms his opinion about a sackful of wheat by examining just a few grains. To say
about the quality of rice cooked in a big pot, the cook takes only a spoonful of rice to taste and
decide on its quality of cooking. Such arbitrary selections are frequently miade in research, in
biological and physical sciences.

11.5  PROBABILITY (RANDOM) SAMPLING

A probability sampling is a process in which the sample is selected in such a way that
every element of a population has a known non-zero (not necessarily equal) probability of being
included in the sample.

The advantage of probability sampling is that it provides a measure of precision of the
estimates. The underlying principle of a random sample is that personal factor is eliminated in the
selection as the investigator does not exercise his discretion in the choice of items. No factor other
than chance affects the likelihood of an item being included in or excluded from the sample. A
random sample may be taken with or without replacement.

11.5.1 Random Sampling With Replacement. Sampling is said to be with replacement from
a population ( finite or infinite ) when the unit selected at random is returned to the population
before the next unit is selected. The formal description of the sampling method is as follows.
1.  Anobject is selected from the population in a way that gives all objects in the population
an equal chance of being selected.
3. The characteristics level of the object selected is observed, and the object is returned to
the population prior to any subsequent selection,
3,  Forasample of size n, steps (1) and (2) are performed n times

Thus the number of units available for future drawing is not affected. The population
remains the same and a sampling unit might be selected more than once.

11.5.2 Random Sampling Without Replacement. Sampling is said to be without replacement,
when the sampling unit selected at random is not returned to the population, before the next unit
is selected. The formal description of the sampling method is as follows.

1.  The first object is selected from the population in a way that gives all objects in the
population an equal chance of being selected.




30 A Text Book of Statistics — Part 11

2. The characteristics level of the object selected is observed, but the object is not returned
to the population.

3. An object is selected from the remaining objects in *he population in a way that gives
all the remaining objects an equal chance of being sel=cted, and step (2) is repeated.
For a sample of size n, step (3) is performed (n — 1) times.

Thus the number of units remaining after each drawing will be reduced by one. In this
case, a sampling unit selected once cannot be selected again for the sample because the selected
unit is not replaced.

11.6 SIMPLE RANDOM SAMPLING

Simple random sampling is a procedure of selecting a sample of n  units
(n = 1, 2,--+, N) from the population of -N units in such a way that:

() Every unit available for sampling has an equal probability of being drawn.
(i) Every sample of size n has the same probability of being selected.

A sample drawn by this procedure is called a simple or unrestricted random sample. A
sample containing n elements selected from a population consisting of N elements is called a
sample of size n. The simple random sampling is used in the population which is essentially
homogeneous in terms of some characteristics relevant to the enquiry. For small populations
where the elements are easily identifiable and accessible, simple random sampling may be easy to
apply. ;
Theorem 11.1 If a simple random sample of size n is selected from a finite population of size
N. then the number of all possible samples is given as

No. of possible samples

N", if sampling is done with replacement

No. of possible sanples ! if sampling is done without replacement

Proof. A sample of size n under simple random sampling ( with or without replacement )
consists of an ordered specification of n elements, namely
( the first chosen, the second chosen, - - -, the n-th chosen. ]

Sampling With Replacement. 1f we use sampling with replacement, the number of units
available for each drawing are W.

The first unit of the sample can be selected in N different ways, the second unit of the sample
can also be selected in N ways, the third unit of the sample can also be selected in N ways, and
s0 on, the n-th unit of the sample can also be selected in N Ways.

Using the multiplicative principle, the number of all possible samples of size n, that could be
selected from a finite population of size N, is

No. of possible samples

NxNxN- -+ ntimes
= N

A sample of n units constitutes only one arrangement. and there are N " possible arrangements

of n units from a finite population of N units. Each of the N* possible samples is selected with
the same probability

: XL X+ plimes = ! &
N N

1
N i
N N> NN ntimes -
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Sampling Without Replacement. If we use sampling without replacement, the number of units
remaining after each drawing will be reduced by one

The first unit of the sample can be selected in N different ways, the second unit of the sample
can be selected in (N — 1) ways, the third unit of the sample can be selectedin (N — 2)
ways, and so on, the n-th unit of the sample can be selected in (N — n + 1) ways.

Using the multiplicative principle, the number of all possible samples of size n, that could be
selected from a finite population of size N, is

No. of possible samples = N(N - 1N -2)--- [N-(n—-1)}

NIN-1L}N-2)-(N-n+1)

NiIN=1) - (N=n+1)}{(N=-n)---(3)2)1)
(N=n)---(3)(2)(1)

— NI -
T (M=n) i

A sample of n units constitutes only one arrangement, and there are ¥ P, possible arrangements

of n units from a finite population of N units. Each of the ¥ P, possible samples is selected
with the same probability

1 1 1 1 1
o Rl = =

NN~} N-n+l NN -1+ (N=n+1) L
11.6.1 Random Digits. A table of random digits consists of a sequence of digits designed to
represent the result of a simple random sampling with replacement from a population of digits 0,
1, 2, ---, 9. Ina table of random digits each digit from 0 to 9 is called a random digit, each

having the probability of occurrence of 1/ 10 . Here random implies that all of these digits have
the same probability of occurrence and the occurrence and non-occurrence of any digit is
independent af the occurrence and non-ocenrrence af all other digits. Table 15 is such a table.

In a random digits table, random digits are normally combined to form numbers of more
than one digit. For example, random digits taken in pairs will result in a set of 100 different
numbers from 00 to 99, each having a probability of occurrence of 1/100 and each being
independent of other numbers similarly formed. Likewise random digits taken in triples will
result in a set of 1000 different numbers from 000 to 999, each having a probability of
occurrence of 1/ 1000 and each being independent of other numbers similarly formed. Similarly,

random digits taken in quadruples will result in 10000 different numbers from 0000 to 9999,
each having a probability of occurrence of 1/ 10000, and each being independent of other

numbers similarly formed,

11.6.2 Selection of Simple Random Sample. A simple random sample can be selected by the

following methods.

(i) Lottery Method. In this method, a distinct and different serial number from 1 to N is
assigned to every unit of the population of N units and the number is recorded on a card
or a slip of paper. All the numbered slips are then placed in a container, and they are
thoroughly mixed. A blind selection is made of the number of slips required to constitute
the dgsired size of the sample, The items corresponding to the slips drawn will constitute
the random sample. The selection of items depends entirely on chance. Some lotteries
use a rotating wheel in selecting tickets. The wheel has equal segments on its rim, one
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for each of the digits 0 through 9. N louery rickets are numbered from 1 to M.
Suppose the tickets have three-digit numbers, A ticket number then would be selected by
spinning the wheel thrice and recording the digit which appears at the pointer each time
the wheel stops. If the digit sequence is 534, then the ticket number 534 is selected.
The lottery method becomes quite cumbersome to use as the size of population becomes
large, then an alternative method of selection of a random sample is employed.

(i) Using Random Digirs. In this method a distinct sampling number from 0 to (N -1)
is assigned to every unit of the population of N umits. A table of random digits is
consulted with a randomly selected starting point in the table. The table is read in single
digits, in groups of two, three or more according to the number of digits in the sampling
number ( N — 1) assigned to the last unit in the population. Any number greater than
(N = 1) is discarded. A number appearing second time is also discarded if the
sampling is without replacement. Continue the process of selecting the random digits or
numbers until the desired sample size is reached.

11.7  STRATIFIED SAMPLING

If the elements in the population are not homogenous, then the population is divided into
non-overlapping homogeneous subgroups, called strata, and sample is drawn separately from
each stratum by simple random sampling. This sample is called stratified random sample. The
process of dividing a heterogeneous population into homogeneous subgroups is called
stratificarion.

The benefit of this method is that if non-overlapping homogeneous subgroups of the
population can be identified, then only a relatively small number of observations are needed to
ascertain the characteristics of each subgroup. Strarification is uwsed also to improve sample
estimates of population characteristics. Stratification is used:

(i}  to provide an adequate sample for each stratum,
(if)  because it can give more precise estimates of population characteristics than other types
of samples,
1.8 ERRORS
11.8.1 True Value, By true value we mean the value that would be obtained if no errors were
made in any way in obtaining the information or computing the characteristic of the population.

True value of the population is possibly obtained only if the exact procedures are used
for collecting the correct data, each and every element of the population has been covered and no
mistake or even the slightest negligence has happened during the process of data collection and its
analysis. It is usually regarded as an unknown constant,

11.8.2 Accuracy. By accuracy we refer to the difference between the sample result and the
true value. The smaller the difference, the greater will be the accuracy. Accuracy can be
increased:

(i) By elimination of technical errors.

(fi) By increasing the sample size.
11.8.3 Precision. By precision we refer to how closely we can reproduce, from a sample, the
results which would be obtained if a complete count (census) was taken using the same method of
measurement.
11.8.4 Error. The difference between an estimated value and the population true value is
called an error. Since a sample estimate is used to describe a characteristic of a population. A
sample being only a part of a population cannot provide a perfect representation of the
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population, no matter how carefully the sample is selected. We may think as to how close will the
sample estimate be to the population true value. Generally it is seen that an estimate is rarely
equal to the true value. There are two kinds of errors:

()  Sampling (random) errors

(i) MNon-sampling (non-random) errors
11.8.5 Sampling Error. A sampling error is the difference between the value of a statistic
obtained from an observed random sample and the value of corresponding population parameter
being estimated,

A sample may not provide a true representation of the population under study, simply
because samples represent only a part of a population and thus depend on * the luck of the draw ",
even if the sample survey is properly designed and well-implemented. Generally, let T be
sample statistic used to estimate the population parameter 6, then the sampling error, denoted by
E, is defined as

E=T-8

The value of sampling error reveals the precision of the estimate. Smaller the sampling

error, the greater will be the precision of the estimate. The sampling errors can be reduced:

(i) By increasing the sample size.

(i) By improving the sampling design.

(iif) By using the supplementary information. .
11.8.6 Non-sampling Errors. The errors that are caused by sampling the wrong population of
interest and by response bias, as well as those made by an investigator in collecting analysing and
reporting the data, are all classified as non-sampling or non-random errors. These errors are
present in a complete census as well as in a sample survey.
11.8.7 Bias. Bias is the difference between the expected value of a statistic and the true value
of the parameter being estimated, Let T be the sample statistic used to estimate the parameter 8,
then the amount of bias is

Bias = E(T)- 8
The bias is positive if E( T) > 6, itis negative if E(T) < @ and it is zero if
E(T) = 6. Bias is a systematic component of error which refers to the long-run tendency of the
sample statistic to differ from the parameter in a particular direction. Bias is cumulative and
increases with the increase in size of the sample. If proper methods of selection of units in a
sample are not followed, the sample results will not be free from bias.

Exercise 11.1
1. (@) Explain the terms: Population; Sample: Sampling frame; Sampling unit.
(b) Define suitable populations from which the following samples are selected:
(i) One thousand homes are called by telephone in the city of Karachi and asked to
name the T.V programme that they are now watching
{if) A coinis flipped 53 times and 32 heads are recorded.
(iif) Two hundred pairs of a new type of combat boots were tested for durability in
Viemam and, on the average, lasted two months.
{ (i) Homes in Karachi city having telephones and T.V.,
{(ii) An infinite number of tosses of a coin,
(iif) Total production of a new type of combat boots during a particular period. )
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{c)

. (a)

(&)

(e}

. (a)

(b)

(e)

. (a)

()

(e}
. (a)

(B)

In each of the following situations, determine whether the sampling is done from a finite
population or an infinite population and then define the population.

(f} A coin is tossed 20 times and 12 heads are recorded,

(if)  Ten employees of large manufacturing company are selected as representatives
of labour to serve as a labour management committee.
(i1f) A sample of bulbs is selected periodically to determine the number of defective
bulbs produced by a production unit.
(iv) A coinis weighed 15 times to estimate its true weight.
{ (i) Infinite—population is all the potential tosses of the coin,
(if) Finite—population is all the employees of the company,
(iii) Infinite—population is all the bulbs produced by the production unit,
(iv) Infinite—population is all the potential weights of the coin. |
What is meant by sampling? Describe the advantages of sampling over complete
enumeration,
For each of the following reasons, give an example of a sitwation for which a census
would be less desirable than a sample. In each case, explain why this is so,

() Economy (if)  Timeliness
(fif)  Size of population (iv) Inaccessibility
(v}  Accuracy (vi) Destructive observations?

Distinguish between the following:

{(fi  Population and sample,

(if)  Sampling with and without replacement,
Distinguish between probability and non-probability sampling, giving examples.
Describe the advantages of using a probability sample.
What do you understand by a simple random sample? By taking some artificial
example, explain the method of drawing a simple random sample.
Distinguish between the following:

(i) Random sampling and simple random sampling.

(i) Simple random sampling and stratified random sampling.

(it)  Sampling and non-sampling errors.
Explain how would you select a random sample of 10 households from a list of 250
households, by using a table of random digits.

A poll is to be conducted to determine the voting preference of the voters in 2 certain
city. Design a sampling plan such that the sample would be representative of the
population of all the voters.

In a certain locality, there are 300 households. We wish to select a sample of 50
households. How would you select this sample using Random Numbers?

What is the difference between precision and accuracy of a result? Explain with some
examples.

What are two broad categories of errors in data collected by sample surveys? What are
the methods for reducing sampling error?
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11.9  SIMPLE RANDOM SAMPLING
AND SAMPLING DISTRIBUTIONS

As we have already mentioned that a random sample must be chosen in such a way that
it is representative of the population about which we want to make inferences. A random sample
of observations can be chosen in either of the two ways: with replacement or without
replacement.

11.10 SAMPLING DISTRIBUTION OF A STATISTIC
11.10.1 Parameters. The numerical quantities, that describe probability distributions, are ¢alled
paramerers. Parameters are fixed constants that characterise a population.

Parameters are usually denoted by Greek letters. Thus, nt ( the probability of success in a
binomial experiment ), and g and o ( the mean and standard deviation of a normal distribution )
are examples of parameters.

Let x,, x,, *+*, x, bethe N elements of a population. A population value summarizes the

values of some characteristic ( or characteristics ) for all N units of an entire population, It
describes some featre of the distribution of the random variable ( or variables ) in the defined

population. Let x,, j = 1,2, - -+, N, be the observed value of some random variable X for the
J-th element in the population, then some of the examples of the population parameters are:
il
Population total: T = le Xy,
il
g, %y
Population mean: u=-—
N
N 2
EI{ o i
Population variance: 0! = LF__
: ; No.of elemenis with attribute A k
Population proportion: =n = — = —
Popularion size N

11.10.2 Statistic. A staristic is o function, of the observations of a random sample, which does
not contain any unknown parameter.

We know that a number of simple random samples can be drawn from the same
population and each sample gives a different value of the statistic that is used as an estimator of
the population parameter. The sample statistic is a random variable having its own probability
distribution. We intend to use a statistic to make inferences about the distribution of the
population. A statistic is usually denoted by a small Latin letter (X, 5, r ) lo represent its
value obtained from an actually observed sample. A statistic is denoted by a capital Latin letter

(X.5R)wo represent its random nature,

Let x,, x,, ', x, be the observed values of a random sample X, X,.--+, X ofsize n
from a given population of N items. A sample value is an estimate calculated from the »
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clements in the sample. Let x,, i = 1,2, --+, n be the i-th ¢element in the sample, then the

observed values of sume of the sample statistics are

Sample total; ;1 x;
I
Sample mean: o
n
n n .
Elfxr- -%)? _.E.![.ti -3
Sample variance: P o . §% = C
n n=-1
where ns? = (n - 1)5§?
- No. of elements with attribute A x
Sample proportion: = = 2
PR E Sample size n

11.10.3 Sampling Distribution of a Statistic. The sampling distribution of statistic is the
probability distribution of the statistic obtained from all possible samples of some specified size
that can be drawn from a given population.

11.10.4 Standard Error of a Statistic. The standard deviation of the sampling distribution of a
statistic is called the standard ervor of the staristic.

11.11 SAMPLING DISTRIBUTIONS
FROM GENERAL POPULATIONS

We will now look at the most common situations where the Central Limit Theorem is
used to specify approximate probability distributions for sample statistics where sampling is done
from general ( non-normal ) populations.

The particular sampling distributions we are interested in are those for: (i) the mean,
(if) the difference between two means, (iii) the proportion of successes, (iv) the difference
between two proportions.

11.12  SAMPLING DISTRIBUTION
OF THE SAMPLE MEAN, X

The sampling distribution of the sample mean X is the probability distribution of the
means of all possible simple random samples of n observations that can be drawn from a given

population with mean g and variance ¢* .

11.12.1 Standard Error of X . The standard deviation of the sampling distribution of the
sample mean X, denoted by o, is called the standard error of X .

j To discuss the relationships between the population and the sampling distribution of the
sample mean, the following symbols will be used.
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N = Population size n = Sample size

[ = Population mean Mg = Mean of the distribution of X
o’ = Population variance cri— = Variance of the distribution of X

o = Population standard deviation oy = Standard error of the distribution of X

11.12.2 Properties of the Sampling Distribution of X. The properties of the sampling
distribution of the sample mean are given by the following theorems:

Theorem 11.2  The mean of the sampling distribution of X, denoted by § ¢ is equal to the
mean of the sampled population, i. e,

F’f= E[f} = pu

This theorem holds regardless of the sample size n or whether sampling is conducted with or
without replacement.

Theorem 113  The variance of the sampling distribution of X is equal to the variance of the
sampled population divided by the sample size. L. .,
2

(4]
a

= Var(X) =

= Ba

n

where X is the mean of a random sample of size n from an infinite population (or sampling
with replacement) with mean |t and finite variance o*.

The standard error of X then becomes
o’ o

L2 (T -

However, if the value of o is unknown, it is replaced by the sample standard deviation S, the
estimate of the standard error of X then becomes

S

Theorem 11.4  The variance of the sampling distribution of X is

—— 2 -
- VaﬂX}:GT[':r_’;]

a

]

where X is the mean of a random sample of size n drawn without replacement from a finite
population of size N with mean u and variance a*. The factor (N — n)/{ N — 1) is usually
called as finite population correction { fp c ) for variance.
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The standard error of X then becomes
o[ N=n o A N-=n
x| =t | Jn Y N-1

However, if the value of @ is unknown, it is replaced by the sample standard deviation S, the
estimate of the standard error of X then becomes

-

I 3 N=n

e o R &

where, j = M
'|| n—1

Theorem 11.5  If X is the mean of the random sample of size n drawn from a normal
population with mean | and variance &> (known), the sampling distribution of X isanormal

g_ =
X

distribution with mean U and variance ajfr.r regardless of the size of the sample (including
sample size 1), The distribution of the standardized sampling errors
g Ely K

| gz o/\n
will be standard normal distribution.
Theorem 11.6 (Central Limit Theorem). For a large sample size, the mean X of a random
sample from a population with mean [ and finite variance &* has a sampling distribution theat
is approximately normal with mean y and varianee dz,n'r n regardless of the probability

disiribution (shape) of the sampled population. The lager the sample size, the better will be the
nermal approximation to the sampling distribution of X . The distribution of the standardized
sampling errors

7z = E_Hf = E_E-.

g Gﬁ'
will approach the standard narmal distribution as n tends to infinity.
Example 11.1 A population consists of four children with ages 2, 4, 6 and 8. Take all
possible simple random samples of size 2 with replacement. If X is the age of a child, find,

(i) the theoretical sampling distribution of X , the mean age of two children in a sample;

(i) the mean, variance and standard error of X ;
(i) the mean, variance and standard deviation of the population,
Verify the results

) pg=4p i o} = L i) o5 = —=
n

X ﬁ
Solution. Population: 2, 4, 6, 8, Population size: N = 4; Sample size: n = 2
Number of possible samples = Nx N = 4 x4 = 16

All possible samples that can be drawn with replacement from our population, and their means
are shown in the following tree diagram.
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First Second Sample values Sample sum _ 2 x;
draw draw X; b iy

2 2.2 4 2
2 < 4 2,4 6 3
6 2,6 8 4
B 2.8 10 5
2 4,2 : 6 3
4 < ’ he 8 4
[ 4.6 10 5
| 8 4,8 3 .
2 6.2 8 4
6 3 6, 4 10 5
6 5y 12 6
8 6, 8 14 7
: Bk 10 5
8 é ¢ e 12 6
: : E 14 7
2 16 8

Fig. 11.1 A tree diagram showing all possible samples of size 2 drawn with
replacement from a population of the 4 equiprobable values 2, 4, 6, 8

The sampling distribution of sample mean X , its mean, variance and standard error are

Value of X Number of occurrences Probability
¥ f p(E) = fIXf X p(¥) x* p(%)
2 I 1/ 16 2/16 4/16
3 2 2/16 6/16 18/ 16
4 3 3/16 12/16 48/ 16
5 4 4/16 20/ 16 100/16
6 3 3/16 18/16 108/ 16
7 2 2/ 16 14/16 98/ 16
8 I 1/16 8/16 64/ 16
Sums Si=16 [ 80/ 16 440/ 16

U= = EX) = L¥ p(¥) =-%= 5

=

Var(X) = I3 p(X) - p = %Amz = 25

=yt
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oy = JVar(X) = J25 = 158

The mean, variance and standard deviation of the population

X 2 4 6 8 |Zx =20
+ 4 16 36 64 xj =120
X 20

II_[ = 4 = = j
N 4
Zxj 120 x

2 r T

ol = T - (5 =5
N 4

o =5 = 223

We are to verify that

T ha

o
o= i) ol =—— (i) o= =
M pg=p @ o} =— i
5 =25 28 = -5— 1.58 = Eﬁ—
2 oy
25 = 25 1.58 = 1.58

Example 11.2 A popularion consists of values 3, 6, and 9, Take all possible simple random

samples of size 3 with replacement. Form the sampling distribution af sample mean X. Hence
state and verify the relationship berween

(i) the mean of X and the population mean,
(i)  the variance of X and the population variance,
(iii) the standard error of X and the population standard deviation.
Solution. Population: 3, 6, 9; Population size: N = 3; Sample size: n = 3
Number of possiblesamples = NxNx N = 3 x3x3 = 27

All possible samples that can be drawn with replacement from our population, and the sample
means are shown in the following tree diagram.

First Second Third Sample values A _ 15 7
draw draw draw o A
33281 5 3
3 ~< 6 3,3,6 12 4
D %0 15 5
3 3.6,3 12 4
3 b 6 3.6,6 15 5
N 9 ——— 36,9 18 6
3 —3,9,3 15 5
9 < 6 3,9.6 18 6
ke 3.9.9 21 7
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3 6,3.3 12 4
3 < 8 6,3, 6 15 5
9 6,3.9 18 6
3 6,6,3 15 5
6 b 6 6, 6,6 18 6
9 6,6,9 21 7
3 6,9,3 18 6
9 i 6,9,6 21 7
9 6,9,9 24 8
= 9,3,3 15 5
== 9,3,6 18 6
. 9,3,9 21 7
B e o 9,6,3 18 6
9 e 9,6,6 21 7
2 9,6,9 24 8
- 7 9,9,3 21 7
i 3 9.9,6 24 8
9,9,9 27 9~
Fig. 11.2 A tree diagram showing all possible samples of size 3 drawn
with replacement from a population of 3 equiprobable values 3, 6, 9.
The sampling distribution of sample mean X , its mean, variance and standard error are
Value of  Number of occurrences Probability _
x I px) =fILSf x p(x) Xt p(x)
3 ] 1/ 27 327 9/ 27
4 3 3/ 27 12/ 27 48/ 27
5 6 6/ 27 30/ 27 150/ 27
6 7 727 42/ 27 252/ 27
7 6 6/ 27 42/ 27 294/ 27
8 3 3/ 27 24/ 27 192/ 27
9 1 27 9/27 81/ 27
Sum Yf=27 1 162/ 27 1026/ 27
e 162
by = E(X) = X p(x) = e
= B 1 1026
ol = Van(X) = L% p(X) - pf = T-{af =2

oy = Var(X) = 2 = 1414
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The mean, variance and standard deviation of population

x; 3 6 9 |Zx =18 |
x3 9 36 81 |Zx =126
T I8
o D .
A=y "3 ="

ey y 126
[ - s =

g = ﬁ = 2.-1'495

We are to venfy that

(i) - i o = i) oy = —
F.‘:’ = H L X i X F
=
6 =6 2 = a 1414 = s
3 J3
2 =72 1414 = 1414
Example 11.3 A random variable X has the following probability distribution.
Xy 4 5 6
plx;) 0.3 0.5 0.2

If @ sample of size. 2 is taken with replacement, obtain the sampling distribution of X.
Determine the mean and variance of the sampling distribution, Find the mean and variance of the
population. Discuss the results,

Solution. We have an infinite population. Since the sample is drawn at random with replacement
from the infinite population, the sample values are independent. Thus the distribution of possible
samples of size n = 2 drawn with replacement is

Sampie values Sample total Sample mean Prabability
X 2 x, ¥ = 2% pl X )
n

4.4 8 4.0 (033(0.3) = 0.09
4.5 9 45 (03)(05) =015
4.6 10 5.0 (03)(0.2) = 006
5,4 9 4.5 (053(0.3) =015
55 it 5.0 (05)(05) =025
5.6 11 35 (05)(02) =010
6,4 1 50 (0.23(0.3) = 0.06
6,5 11 55 (0.23(0.5) = 0.10
6, 6 12 6.0 (02)(02) =004

Sum 1
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The sampling distribution of sample mean X, its mean, variance and standard error are

Value of Probability

X plx) x plx) X p(x)
4.0 0.09 0.36 1.440
4.5 0.15+0.15 = 0.30 1.35 6.075
5.0 0,06 +0.25 + 0.06 = 0.37 1.85 9.250
5.5 0.10 +0.10 = 0.20 1.10 6.050
6.0 0.04 0.24 1.440
Sums i 4.9 24.255
My = E(X) = L3 p(X) = 49

ol = Van(X) = L X% p(¥) - puy = 24255 - (49)' = 0245

o5 = |Var(X) = 0245 = 0495

The mean, variance and standard deviation of population

x; 4 5 6
plx;) 0.3 0.5 0.2
x; plx;) 1.2 25 1.2 Zx, plx)) = 49
x} plx;) 4.8 125 7.2 Txdplx;) = 245
p o= E(X) = Xx; p(x;) =
6 = VarlX) = Zaiplx;) - p? = 245 - (49) = 049
o =049 = 07
We are to verify that:
M pg=p i@ o} = -?"i i) o = j’;
49 = 49 0.245 = % = 0.245 0.495 = ﬂ'j = 0495

Example 11.4 A population consists of value 3, 5. 7 and 9. Take all possible simple random
samples of size 2 without replacement. Form the sampling distribution of sample mean X . Find
the mean. variance and standard error of X . Find the mean, variance and standard deviation of

the population. Verifv thar.

: TR ol [ N-n o N-—n
(f) g = M (i) aE = - {N—I] (iif) GI:W T

Solution. Population: 3, 5, 7, 9 Population size: N = 4;  Sample size: n = 2
Number of possible samples = N(N-1) = 4(4-1) = 12
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All possible samples that can be drawn without replacement from our population, and their means
are shown in the following tree diagram,

First Second Sample values ¥ x _ zx
draw draw x ‘ e

5 35 8 4

3< 7 %7 10 5

9 3.9 - 12 6

3 53 8 4

5 < 7 5,7 12 2

9 5,9 14 7

3 7,3 10 5

7 < 5 73 12 6

9 7,9 16 8

3 9,3 12 6

9 < 5 9,5 14 7

7 9.7 16 8

Fig. 11.3 A tree diagram showing all possible éamplcs of size 2 drawn
without replacement from a population of 4 eguiprobable values 3, 5. 7, 9.

The sampling distribution of sample mean X, its mean, variance and standard error are
Valueof X  Number of occurrences Probability

T I p(E) =fIZf _ pE) x p(x)
4 2 2/12 8/12 32/12
5 2 2/12 10/12 .+ 50{12
6 4 4/12 2412 14412
7 2 2/12 14/12 98/12
8 2 2/12 16/12 128/ 12
Sum Yf=12 . 1 72/12 452/12

o [ i
By = EiX) = Exp(:r} =E = 6
6% = VanX) = L ¥ p(¥) - p% = %—fﬁf = 1667

oz = JVar(X) = J1.667 = 1291
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The mean, variance and standard deviation of population

X 3 5 7 g Exj =24
x5 9 25 49 81 in;* = 164
Ex; 24
= _— = ﬁ
¥ N 4
Zx; 164
F i I _ i = Iy =5
o " H 2 (6)
g = ﬁ = 2236
We are to verify that
o N-n
] = = 1 ﬂ'z il O = —
@) py=p (i) [ ] (iii) og -J'T =1
5( 4- 2236 [(4-2
6 =6 1. = — 129 = e
i [ 4—1 ] J2 Y4-1
1.667 = 1.667 1.291 = 1.291

Example 11.5 A population consists of values 0, 3, 6 and 9. Take all possible simple
random samples of size 3 without replacement. Form the sampling distribution of sample mean
X . Hence state and verify the relationship between

(i)  the meanof X and the papulation mean,
(if)  the variance of X and the population variance,
(iiiy the standard error of X and the population sh;mdard deviation,
Solution. Population: 0, 3,6,9; Population size: N = 4; Sample size: n = 3
Mumber of possible samples = N(N - 1)} N-2)=4(4-1}4-2) =

All possible samples that can be drawn without replacement from our population, and the sample
means are shown in the following tree diagram.

First Second Third Sample values = X
draw draw draw X i SR L
5 < 6 — 0,36 9 3
g —— 0,3,9 12 4
3 0, 6,3 g 3
0 f————
9 0,6,9 i3 5
9 < 3 0,93 12 4
6 0.9.6 15 3
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u{f_’__—: 6 3,0,6 3
i 3,0,9 12 4
0 3,6,0 3
. = 9 3,6,9 1 6
0 3,9,0 12 4
q_< 6 3,9,6 18 6
3 6,0,3 9 3
u< 9 6,0,9 15 5
0 6,3,0 3
6 e §
9 6,3.9 18 6
g.< 0 6,9,0 15 5
3 6,9, 3 18 6
_< 3 9,0,3 12 4
v 6 9,0,6 15 5
" 3< 0 9,3,0 12 4
6 9.3,6 18 6
6__::: 0 9,6,0 15 5
3 9,63 18 6

Fig. 11.4 A tree diagram showing all possible samples of size 3 drawn without
replacement from a population of 4 equiprobable values 0, 3, 6, 9. v

The sampling distribution of sample mean X, its mean, variance and standard error are

Value of X Number of occurrences Probability
X i) px)=fIEf X p(x) X% p(x)
3 6 6/ 24 18/ 24 54/ 24
4 6 6/ 24 24/ 24 96/ 24
5 6 6/ 24 30/ 24 150/ 24
6 6 6/ 24 36/ 24 216/ 24
Sums 2f=24 1 108/ 24 516/ 24
By = E(X) = IX p(X) = % = 45
ur; = Var(X) = LX* p(T) - pg = 28 (455 = 125

24

=1
i

Jvar(X) = J125 = 1118
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The mean, variance and standard deviation of population

X, 0 3 6 9 [Zx =18
% 0 I T
Zx 18
— 1 B oe— = 45
" N 4
3 EIE j .l
ot = Lyl :ﬁ-m,sr = 11.25

N 4

¢ = 1125 = 33541

We are to verify that

o e 1 -‘J': N-—n | e 43 N—n
(i) : = i) oz = — i) o, = —
i G Ny n N—]J % Jn ¥ M-
- A : =
45 = 45 g8 o SLEB | A3 T I L L K e
3 4-1 3 4-1
1.25 = 1.25 1.118 = 1L.118
Example 11.6 A random variable X has the following probability distribution.
|
pix;) 02 0.4 0.4

If a simple random sample of 3 numbers is taken without replacemeni, obtain a sampling
distribution of the sample mean X. Find the mean, variance and standard error of X .

Solution. We have an infinite population, The actual sampling distribution of X, the sample
mean of three numbers taken without replacement, is impracticable because the population is
infinite. Since the sample is drawn at random without replacement from the infinite population,
the sample values become independent. Then the actual sampling distribution of X , the sample
mean of three numbers taken without replacement, is impossible but it virtually becomes the
sampling distribution of X the sample mean of three numbers taken with replacement.

The population size N is infinite and n = 3. Then the finite population correction

Noa = | as N = = and 2L i e
N -1 Jn ¥ N1 Jn
The mean, variance and standard deviation of popularion
x; 3 4 5 Sum
plx;) 0.2 0.4 0.4 Lplx;) =1 :
X plx;) 0.6 1.6 2.0 Lx;plx;) = 42
%) px;) 18 6.4 100 | Zx}plx;) = 182
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u = EX) = Zap(x) = 42

a? = VartX) = Zx?p(x) - p® = 182 - (42) = 056
The mean, variance and standard error of X

By = B = 4.2

—_ = —— = {}187
n 3

oy = y 0.187 = 0432

Example 11.7  The weights of 1000 students of a college are normally distributed with mean
68.5 kg and standard deviation 2.7 kg. If a simple random sample of 15 students is obtained
from this population, find the expected mean and standard deviation of the sampling distriburion
of means if sampling were done (i) with replacement and (ii) without replacement.

Solution. We have
Population mean: g = 68.5, Population standard deviation: & = 2.7
Population size: N = 1000, Sample size: n = 25
(i) Sampling with replacement:
Ug=H = 68.5 kg.

o 27

Jn 25
(i) Sampling without replacement;
Hy = M = 68.5 kg.
1000 - 25

o N-n 23
Ty = —— | ——— —_ | ——— = 053
£ _‘{I N-1 [25 1000 - 1 ke
Example 11.8 Given the population 1, 1, 1, 3, 4, 5, 6, 6, 6, and 7.
{@) Find the mean and standard deviation for the sampling distribution of mean for a
sample of size 36 selected at random with replacement.

{b) Find the mean and standard deviation for the sampling distribution of mean for a
sample of size 4 selected at random without replacement.

Solution. The mean and standard deviation of the population are:

a

=

=1

0.54 kg

]

L |t ¥ ¥ 3 & 5 6 6 6 7 {ixyed
x} 1 1 1 9 16 25 36 36 36 49 |Za} =210
p:zx-’ =£=4
N 10
Lx3
o = I_ 2 = (2N 4y = 223
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(a)

(&)

Sampling With Replacement. We have, sample size n = 36. The mean and standard
ermor of X - are;

o 2.236
= — = (373
1.1':1 1,||' 36

Sampling Without Replacement. We have, sample size n = 4. The mean and standard
error of X are:

#f=ﬂ=4

ﬂ'fz

N=mn 2236 | 10-4
e i

_ &
BN 3| s P | (T

Exercise 11.2

1. (a)

()

2 (a)

(b)
()

3. (a)

How do you define a population and a sample? Differentiate between parameter and
statistic. Why a parameter is said to be a constant and statistic a variable?

A labour union has 1000 members. A random sample of 50 members of the union
gave an average age of 40 years. The average age of the members of the labour union
was, therefore, estimated to be 40 years. A complete enumeration of all the members
indicated that the true mean age was 43 years. Answer the following:

() Which figure is a parameter?
(i)  Which figure is a statistic?

{ (i) Population size N = 1000, and population mean age 1 = 43 years;
(if) Sample size n, and sample mean ¥ = 40 years. )

What is meant by a sampling distribution and a standard error? Describe the properties
of the sampling distribution of sample mean.

What is meant by standard error and what are its practical uses?

What is the finite population correction factor? When is it appropriately used in
sampling applications and when can it, without too great an undesirable consequence, be
ignored?

A finite population consists of the numbers 2, 4, 6, 8 10 and 12. Calculate the
sample means for all possible random samples of size n = 2, that can be drawn from
this population, with replacement. Assuming the 36 possible samples equally likely,
make the sampling distribution of sample means and find the mean and variance of this
distribution. Calculate mean and variance of the population and verify that

ol
n

= 5833}

(i) Hg = H (ify o

L

(p =7 o = 11667, puz =71, oy
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(b)

ic)

4. (a)

(&)

(3]

A finite population consists of the numbers 2, 4, 6, 6, 8 and 10. Calculate the sample
means for all possible random samples of size n = 2, that can be drawn from this
population, with replacement. Assuming the 36 possible samples equally likely, form
the sampling distribution of sample means and find the mean and variance of this
distribution. Calculate mean and variance of the population and verify that

a

=

() Hy = U (di) O =

(u=6 uz=6 0 =258, 0y=182%6])

Draw all possible samples of size n = 3 with replacement from the population 3, IST 9
and 12. Assuming the 64 possible samples equally likely, form a sampling distribution
of the sample means. Hence state and verify the relation between
(i)  the mean of the sampling distribution of the sample mean and the population
mean;
(if)  the variance of the sampling distribution of the sample mean and the population
variance.
- - ST S - 1w al
(=75 pg =75 pg = o*=1125 o} =375 o =o¢ [n}

A finite population consists of the numbers 2, 4, 6, 6, 8 and 10. Calculate the sample
means for all possible random samples of size n = 2, that can be drawn from this
population, without replacement. Assuming the 30 possible samples equally likely,
make the sampling distribution of sample mean. Find the mean and varance of this
distribution. Calculate mean and variance of the population and verify that

D g = Wy g m i JICE
Hy H x‘ﬁ N -1

(p=6 puz=6 0 =258, op =163}

A finite population consists of the values 6, 6, 9, 15 and 18. Calculate the sample
means for all possible random samples of size n = 3, that can be drawn from this
population, without replacement. Assuming the 60 possible samples equally likely,
make the sampling distribution of sample mean and find the mean and variance of this
distribution. Calculate mean and variance of the population and show that

g [rNn
n N-=1

(g = 10.8, o’ = 23.76, Mg = 108, ol = 3.96)

(i) py=u (il o

b

2
:
Find the mean u and variance ¢ of the finite population 1, 4, 7 and 8. Take all
possible samples of size 2, that can be drawn at random without replacement from this
population. Assuming the 12 possible samples equally likely, make the sampling

distribution of sample mean and find the mean and variance of this distribution. Verify
that

M EX)=u () VanX) = ﬂT[ N_n]

N=1
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5. (a)

(&)

6. (a)

(B)

7. (@

(b)

(c)

where X is the random variable ‘the sample mean’, N is the population size and n is
the sample size. What happens as N — o 7
N-n

fu =35 o0 =75 EX) =5 VaiX) =25, =1}

In an infinite population 4 = 50 and o* = 250, find the mean and variance for the
distribution of X if :

(. n = 25 (i) n = 100, (i) n = 1250
[ () pg=50, 0% = 10 (i) uy = 50, ol =25 (i) uz = 50, =02}

A large number of samples of size 50 were selected at random from a normal

population with mean u and variance 2. The mean and standard error of the sampling
distribution of the sample mean were obtained 2500 and 4 respectively. Find the mean
and variance of the population.

( 2500, 800 )

If the size of the simple random sample from an infinite population is 55, the variance
of sample mean is 27, what must be the standard error of sample mean if n = 1657
(o = 3)

If the size of the simple random sample from an infinite population is 36 and the
standard error of the mean is 2, what must the size of the sample become if the standard
error is to be reduced to 1.27

{n = 100)

The random variable X has the following probability distribution:

x; 4 5 6 )

plx;) 0.2 0.4 0.3 0.1

Find the mean gt g, variance o7 and standard error o3 of the mean X for a random

sample of size 36,
(pg = 53, 0% = 00225, o; = 0.15)

A random sample of 36 cases is drawn from a negatively skewed probability
distribution with a mean of 2 and a standard deviation of 3. Find the mean and
standard error of the of the sampling distribution of X.

(Hg = 2, o5 = 035)

A random sample of 100 is taken from a population with mean 30 and standard
deviation 5. The probability distribution of the parent population is unknown, find the
mean and standard error of the of the sampling distribution of X.

(#f - 3{], df = {].5}

L 4
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11.13 SAMPLING DISTRIBUTION OF THE DIFFERENCE
BETWEEN TWO SAMPLE MEANS, X, - X,

The sampling distribution of the difference between two sample means X | = X , is the
probability distribution of all possible differences between means X , and X, obtained from all
possible independent simple random samples of n, and n, observations that can be drawn from

two given populations with means u,, g, and variances crf ’ ::I'% respectively.

Often we wish to compare the means of two random variables. The comparison is made
on the basis of two independent random samples drawn from given populations.

Suppose that two independent random samples of sizes n, and n, are drawn from
populations with means 4, and u, and variances o and o3, respectively. Let X, be the mean
of sample of size n; from the population with mean y, and variance o}, then X, is a random
variable that has its own probability distribution with mean , and variance o2 /n, . Let X, be
the mean of sample of size n, from the population with mean u, and variance o2, then X, is
a random variable that has its own probability distribution with mean M, and variance o2 /n, .

Then the differences X, — X, can be obtained from all possible pairs of X, and X,.
Consequently, the difference X, — X, between two sample means is a random variable that has

its own probability distribution which is called the sampling distribution of the difference
between two sample means.

11.13.1 Properties of the Sampling Distribution of the Difference between Two Sample
Means. The properties of the sampling distribution of the difference X ; = X, between two
sample means are given by the following theorems:

Theorem 11.7  The mean of the sampling distribution of (X | = X 2 ), denoted by U FA is
equal to the difference between the population means, i. e.,

PR n ™ E(X, - X)) =y - by
This theorem holds regardless of the sample sizes n, and n, or whether sampling is done with or
without replacement. :
Theorem 11.8 The variance of the sampling distribution of (X . = X,). denoted by
o ;I -F, is equal to sum of the variances of the sampled populations divided by the respective

sample sizes, i.e.,
2 2
1 — -_ a (s ] »
il gy _3 = Va(X,-X,) = L+ =2
. Ml m ny
= «where X , and X, are means of two independent random samples of sizes n, and n, from
infinite populations ( or sampling with replacement ) with means u, and p, and finite variances

o} and 03 respectively.
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The standard error of (X, — X,) then becomes

2 2
= = o a0
O % = yVer(X, -X,) = [|—L 4+ -1

However, if 0 and o are unknown, these are replaced by the sample variances S and S5
the estimate of the standard error of (X, — X,) then becomes

_ St , 83
s B T R (s
where §7 = Z{‘Yfl_xl}2 s §2 - E[sz‘_fg)z
' n -1 : n, =1

Theorem 11.9  The variance of the sampling distribution of ( X 1= X,) is

= - r N, = 2 ==
af _p. = V% = Xy ol Tt |, 0 [ W8
1™ & "y N, -1 fy N, -1

where f] and fz are the means of random samples of sizes n, and n, drawn without
replacement from finite populations of sizes N, and N, with means u, and p, and variances
o and 03, respectively.

- The standard error of (X, - X, ) then becomes

— = 2 = 2 -
g 5 = JVEK, =Xy = (SRl O Ny~
4= N, -1 N, -1

ny ny

Theorem 11.10 If X y and X ; are the means of random samples of n, and n, observations
from twe independent normal populations with means u,, p, and variances o}, ©3

respectively, then the sampling distribution of the difference between sample means X |- X e
normal with mean and variance

#fl_ft = My = Hy

n n,
That is, the distribution of the random variable

7 = {Xl_xlj-’uﬁ—fz = [f1“fgj_{ﬂ1_ﬂ;}

T= = 2 2
Xy - X, oy + 03
Hl Hz

is a standard normal distribution,
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Example 11.9 Let X, represent the mean of a sample of size ny = 2 selected at random

with replacement from a finite population consisting of values 7 and 9. Similarly, let X 2
represent the mean of a sample of size n, = 3 selected at random with replacement from

another finite population consisting of values 3 and 6. Form a sampling distribuion of the
random variable (X, = X,). Verifv that

: 26 af , o}
(r) By =l =l (if) f’}'l_gz & "_1+ n
Solution. We have
Population 1: 7. 9 N, = n =2
MNumber of possible samples = N, x N, = 2x2 = 4
Possible samples (7.7)., (7.9), (9. 7% ~ (9%5)
Sample means ¥, 7 8, 8, 9
Population 11: 3, 6; N, = 2 n, =3
MNumber of possible samples = N, X N, x N, = 2 x2x2 = 8
Possible samples (3,3,3), 3.3.6) (3.6,3% (6.33)
(3,6,6), (63,6) (663) (6,6,6)
Sample means ¥, 3, 4, 4, 5. 5 S 1.8
All possible differences between sample means ( fj 5 .1_'2} are
X
X 3 B 4 B 5 5 5 6
7 -+ 3 3 3 2 Z 2 1
8 5 4 4 4 3 3 3 2
8 5 4 4 4 3 3 3 2
g 6 5 3 5 4 4 El 3
The sampling distribution of X, — X,, its mean and variance are
‘l.»'_sjuc _-::f Number of Probability
X,-X, occurrences
5 -7 f PE-%)=fIZf (F-%)p(F-5) (H-5)VpF-F)
| | 1/ 32 /32 1/ 32
p 5 5/ 32 10/ 32 20/ 32
3 10 10/ 32 30/32 90/ 32
4 10 10/ 32 40/ 32 160/ 32
5 5 5/32 25/32 125/32
5] | i/ 32 6/32 36/32
Sums zf=32 1 112/ 32 432/ 32
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My x, = BX-%) = TE-%) p(H-5) = He e

32
ok g, = VaX,-%;) = LR -%) p(/-%) - 4% 5,
432
= 35) = 125
= = {35)
The mean and variance of population I are
x? 49 81 it = 130
By = Ex—l = E = 8
N, 2
L 130
of = — -puf = 8y = 1
1 N, Hy R - (8)
The mean and variance of population 11 are
X, 3 6 zx, ='9
x3 9 36 Y2 -=.45
3x, Y
= = — =45
Ha N, 2
5 oxt 4
o} = -1 - (45) = 225
2
We are to verify that
2 SO
@ b7, =t oy, =
1 225
35 = 8=45 125 = — 4 ——
2 3
35 =735 129 =123

Example 11.10 Two independent random samples of sizes n, = 30 and n, = 50 are taken
from two populations having means p, = 78 and i, = 75 and variances ot = 150 and

o2 = 200. Let X, be the mean of the first random sample and X, be the mean of the second
random sample. Fmd' the mean and standard error of X, — X,.

Solution. We have u, = 78, o} = 150, n = 30

g, = 75, o3 =200, n =350
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Then mean and standard errorof X, - X, are
Ay %, = M=y = 78-75 = 3

& s af+n‘§-_ 150 200 _ .
fi-% Ty a n, Y 30 50

Exercise 11.3

L. (a) What is meant by the sampling distribution of the difference between two sample means.
Describe the properties of the sampling distribution of the differences between two
sample means.

(b) Let X, represent the mean of a sample of size n, = 2, selected with replacement from
a finite population -2, 0, 2, and 4. Similarly, let X, represent the mean of a sample
of size n, = 2, selected with replacement from the population — 1 and 1.

() Assuming that the 64 possible differences X, - X, are equally likely to
oceur, construct the sampling distribution of X, - X,.

2 2
a o

iy Ver z m el O
(i} erify that GFI_E! i + -
1 2

{p, =1, p, =0, Hz -5, = Lo =50} =1, :r%l_f: =1

2. (@) Let the variable X, represent the mean of random samples of size n = 2, with

replacement drawn from the finite population 3, 4, 5. Similarly, let X, represent the
means of random samples of size n, = 3, with replacement, drawn from the population
0, 3. Assuming that the 72 possible differences X , — X, are equally likely to occur,

construct the sampling distribution of X, — X, Show that

: ; I
O Mgxo=m-m ) of 5 =5
I 2

(i, =4, u; =15, Hg, -7, = 25, 0] = 0.667, 03 = 225, GI—'T’, _x, = 1083)

(b) Let the variable X, represent the means of random samples of size 2 without
replacement, drawn from the finite population 5, 7, 9. Similarly, let X, » Tepresent the
means of random sample of size 2, without replacement from another finite population
4, 6, 8, Assuming that the 36 possible differences X i — X, are equally likely to occur,

construct the sampling distribution of X, — X, and verify that
(i) Br-5 = =l

00 ol o= Bl ([ Micm Y, af [N oy
X=X, n, N =1 n, Ny, =1
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(y =7 4, =6, 4z 5 =10} = 2667, 0} = 2667 a}l g, = 1333)

3. (a) The television picture tubes of manufacturer A have a mean lifetime of 6.5 years and a
standard deviation of 0.9 years, while those of manufacturer B have a mean lifetime of
6.0 years and a standard deviation of 0.8 years. A random sample of size 36 tubes is
selected from manufacturer A and its mean X, is calculated. An other random sample
of size 49 tubes is selected from manufacturer B and its mean X, is calculated. Find
the mean and standard error of the sampling distribution of the difference X, - X,.
{"uil_‘f] = L'IS, ﬂ‘f] —:f: = UIES"EI_}

(b) Random samples of each size 100 are drawn from two independent probability
distributions and their means X, and X, computed. If the means and standard
deviations of the two populations are y, = 10, o, =2, u, =8 o, = |, find the

mean and standard error of the sampling distribution of the difference X, - X,.

(Mz,_z, = 205 _g = 02236)

*

11.14 SAMPLING DISTRIBUTION OF
SAMPLE PROPORTION, P

The sampling distribution of sample proportion P is the probability distribution of the
proportions of successes obtained from all possible simple random samples of n observations
that can be drawn from a Bernoulli population with proportion of successes .

11.14.1 Population Proportion. The population proportion is defined as

K No.of elements with attribute A ik
Population size N

where & is the number of elements in the population of size N that possess a certain
characteristic. In many applications of sampling the characteristic of interest in the population
elements is qualitative with two possible outcomes. Quite often, however, we are interested not in
the number of successes but rather in the proportion of successes.

11.14.2 Sample Statistics X and P. When the characteristic of interest is qualitative with two
possible outcomes, a sample statistic of interest is the number of occurrences among the n
sample observations consisting of the particular outcome reflected in the population proportion,
This number of occurrence is denoted by X. Another sample statistic is the sample proportion,
denoted by P, which is defined as

No.aof elements with attribute A X

¥ et = o—
Sample size n

The observed value p = x/n of sample proportion P will serve as an estimate of 7.
Obviously, the actual value we obtain for p will vary from sample to sample. S0 we ask, how
good the estimate obtained will be. Are the values of P likely to be close to the true proportion
T in the population. To what extent will they vary from one sample to another. Now for our
theoretical model. we define a population in which a given proportion 7 have a specific attribute
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A. We suppose that every unit in the population falls into one of the two categories A and A.
The notation is as follows

Number of units in A in Proportion of units in A in
Population Sample Population Sample
k r T = i p= Frach

: N n

The estimate of proportion of successes 7 in the population is the sample proportion p
and the estimate of the total number of successes k in population is thus Np or Nx/n.

11.14.3 Binomial Distribution as Sampling Distribution: Sampling Infinite Populations. 1f
a simple random sample of size n is selected from an infinite population (or with replacement
from a finite population ) whose elements are characterised by some attribute to belong to one of
the two mutually exclusive and exhaustive categories where one of these will be designated a
‘success’ and the other will be designated a ‘failure’, then the exact sampling distribution of the
proportion of successes P is a binomial distribution.

11.14.4 Properties of Sampling Distribution of P. The properties of the sampling distribution
of the sample proportion P are as follows:

Mean and Variance. The mean and variance of the binomial sampling distribution of P for a
simple random sample of size n from an infinite Bernoulli population (or with replacement from
a finite Bernoulli population) are given in the following theorem.

Theorem 1111 If the population is infinite or the sampling is done with replacement, the
sample praportion P has its mean and variance as

Hp = E(P) = =

= Var(P) =L_E}

a
5 L

where 7 is the probability of success and ( 1 — 7 ) is the probability of failure. The standard
deviation (often called the standard error or sampling variability) is

a’r = fVﬂr{P" - M

n

However, if the value of 7 is unknown, it is replaced by sample proportion P, the estimate of
the standard error of P then becomes

P(1-F)
n

P=

Shape of Distribution. The sampling distribution of P is skewed to the right if © < 0.5,
skewed to the leftif ® > 0.5 and symmetrical if © = 0.5.

Normal approximation. As n tends to infinity, the distribution of P becomes approximately
normal with mean 7 and variance n(1— m)/ n . That is, the distribution of the random variable
P—pp P-x

L= - —
Tp Jwtl'l—ﬂlla’n

approach the standard normal distribution as # approaches infinity.
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Example 11.11 A population consists of 5 members. The marital status of each member is
given below

Member 1 2 3 4 5
Marital status 3 M 3 M 5

where M and 5 stands for married and single respectively, Determine the proportion of
married members in the population. Take all possible samples of two members with replacement
from this population and find the proportion of married members in each sample. Form the
sampling distribution of the sample proportion P and verify that

: o n{l-m)

D == (iiy o3 = u_'z-n—
Solution. Population: 1,2,3,4,5; Populationsize: N = 5, Sample size: n = 2

The members with even senial numbers 2 and 4 are married while those with odd serial
numbers 1, 3 and 5 are single.

Number of married members in the population: k=2

04

Proportion of married members in the population: n = % <
Number of possible samples = N=x N = § x5 = 25

All possible samples, the number of married members and the proportion of married members in
each sample are given below.

Members Number of Proportionof | Members Number of Proportion of
insample married members married members | insample  married members  married members
x p=xln x p=x/n
1,1 0 0 2 3 0 0
1,2 | I/ 2 3. 4 | /2
1, 3 0 0 3, 5 0 0
1, 4 1 2 4, 1 1 /2
l; 5 0 0 4 2 Z 1
2, 1 1 /2 4,3 1 /2
2 2 2 1 4, 4 2 I
2, 3 1 2 4,5 1 /2
2, 4 2 1 5k 0 0
2,5 I 1/ 2 5, 2 1 /2
31 0 0 53 0 0
32 | /2 5, 4 1 2
Continued 5, 5 0 0
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The sampling distribution of sample proportion P, its mean and variance are

Value of P Number of occurrences Probability
P ¥ ftp) =fAXf p fip) P f(p)
0 9 9/25 0 0
1/2 © 12 12/ 25 6/ 25 3/25
I 4 4/ 25 4/ 25 4/ 25
Sum Tf =125 I 10/25 7/25
10
Hp = E(P) = Zp flp) = - =04
0} = Va(P) = Lp'f(p) - 4} = - - (04) = 0.2
We are to verify that (i) Hp = [ G) o = M
n
04 = 04 012 = E‘“_z"ﬂ
0.12 = 012

Example 11.12 It is known that 3 % of the persons living in Gujranwala city are known to
have a certain disease. Find the mean and standard error af sampling distribution of proportion
of diseased persons in a random sample of 500 persons.

Solution. We have proportion in the population ® = 0.03 and the sample size n = 500. Let P
be the random variable ‘the proportion of persons in the sample which are diseased’. Then, the
mean and standard error of P are

Lp = m = 003

_ [r=-m _ [003(1-003) _
o, = - = = = 0.00763

11.14.5 Hypergeometric Distribution as Sampling Distribution: Sampling Finite
Populations. When a simple random sample of size n is selected without replacement from a
finite population whose elements are characterised by some attribute to belong to one of the two
mutually exclusive and exhaustive categories where one of these will be designated a ‘success’
and the other will be designated a “failure’, then the exact sampling distribution of the proportion
of successes P is a hypergeometric distribution.

11.14.6 Properties of Sampling Distribution of P. The properties of the sampling distribution
of the sample proportion P are as follows:

Mean and Variance. The mean and variance of the hypergeometric sampling distribution of P
for simple random sampling without replacement from a finite Bernoulli population are given in
the following theorem.
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Theorem 11.12 If the population is finite and the sampling is done without replacement, the
sample proportion P has its mean and variance as

Var(P) = ““"—‘” [ i:’]‘ ]

]

a

b

where 1 is the probability of successand (1 - m ) is the probability of failure. The standard
deviation (often called the standard error or sampling variability) is

:IP:1|I'VarfP} =Jm:1_“’} JN_H

n N -1

However, if the value of m is unknown, it is replaced by sample proportion Fl the estimate of
the standard error of P then becomes

5 P(l1-P) N-n
Gp =
n N =1
Example 11.13 Draw all possible samples of size 2 at random without replacement from the

population 1, 2, 3, 4, 5. Find the proportion of even numbers in the samples. Form the
sampling distribution of the sample proportion P and verify that

) Hp=m (if) ur§="“_"}[N_"J

n N-1

Solution. Population: 1,2,3,4,5; Populationsize: N = 5; Sample size: n = 2
Number of even numbers in the population: £ = 2

Proportion of even numbers in the population: T =—-=—= (4

Number of possible samples = N(N-1) = 5(5-1) = 20
All possible samples, the number of even numbers and the proportion of even numbers in each
sample are given below.

Sample Number of Proportion of Sample Number of Proportion of
values even numbers  even numbers values even numbers even numbers
i p==xin ¥ p=2xln
1;:3 1 /2 3, 4 1 1/ 2
1, 3 0 0 3,53 0 0
1, 4 1 1/ 2 4, 1 | 1/2
0 0 4, 2 2 1
2,1 1 /2 4,3 1 /2
2,3 1 12 4, 5 1 /2
2, 4 2 1 5,1 0 0
% | /2 5 2 1 Ty
3,1 0 0 5,3 0 0
3,2 1 /2 5 4 1 /2
Continued
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The sampling distribution of sample proportion P, iis mean and variance are

Value of P Number of oceurrences Probability
P f fip) = fILSf p f(p) P’ fip)
0 6 6/ 20 0 0
/2 12 12/ 20 6/ 20 3/20
! 2 2/20 2/ 20 - 2/20
Sum Lf =20 1 8/ 20 5/25
8
= Py = = — = (4
B = E(P) = Zp flp) =il
03 = Var(P) = Zp* f(p) - p3 = % - (043% = 0.09
We are to verify that
. l-w) [ N=n
f = R i 2 = %
i) Up (i) ap - [ = ]
04 = 04 : 012 = 24U=04) [5‘2 ]
2 5-1
0.09 = 0.09

11.15 SAMPLING DISTRIBUTION OF THE DIFFERENCE

BETWEEN TWO SAMPLE PROPORTIONS, P, - P,

The sampling distribution of the difference between two sample proportions P, — P, is
the probability distribution of all possible differences between proportions P and P, obtained
from all possible independent simple random samples of n, and n, observations that can be
drawn from two Bernoulli populations with population proportions of m; and =, , respectively.
Often we wish to compare the proportions of successes in two Bemoulli populations. We must
use the sample proportions of successes as our basis of comparison. Obviously, the number of
successes in both samples cannot be used alone as a means of evaluation. Specifically we require
a probability model of the difference between two sample proportions.

Suppose that two independent random samples of sizes n, and n, are drawn from
Bemnoulli populations with population proportions of m, and &, respectively. Let P, be the
proportion of successes in sample of size n, from the population with population proportion =,
then F is a random variable that has its own probability distribution with mean ®; and variance
m (1=m )/ n .Let P, be the proportion of successes in sample of size n, from the population
with population proportion ®,, then P, is a random variable that has its own probability
distribution with mean 7, and variance w,(1— x, )/ n, . Then the difference B, — P, can be
obtained from all possible pairs of .F, and P, . Consequently, the difference F, — P, between the
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two sample proportions is a random variable that has its own probability distribution which is
called the sampling distribution of the difference between two sample proportions.

11.15.1 Properties of the Sampling Distribution of the Difference between Two Sample
Proportions. The properties of the sampling distribution of the difference F| - P, between two

sample proportions are given by the following theorems.
Theorem 11.13 The mean of the sampling distribution of P, — P, denoted by | By is
equal to the difference between the population proportions. i. €.,
Ba-n = B =5)= %%
This theorem holds regardless of the sample sizes n, and n, or whether the sampling is
done with or without replacement.

Theorem 11.14 If the populations are infinite or the sampling is done with replacement, the
difference between sample proportions F, — P, has its variance as

n(1-m) " m,(1-%,)

0%h.p = YalR-B) =
The standard error of P, — P, becomes

T(l-m =%
Gp_p = Var(R-R) = (’fn 12, “Ii‘n Z
1 p

However, if the values of m; and m, are unknown, these are replaced by sample proportions F
and P,, the estimate of the standard error of P, — P, then becomes

9-p <

; Jﬂu-ﬂ]+ﬁn—ﬁ}

m n,

Theorem 11.15 If the populations are finite and the sampling is done without replacement, the
difference between sample proportions P, — Py has its variance as

Varl - F,)

mﬂam}[ﬂrm1}+ﬁﬂ-m}[Nrm1]

2
gFt‘PE

"y N -1 n, Ny =1
The standard error of F, — P, is

Op-p = J Var(F, - B;)

= n(l-m)| Ny—-ny +n:{l—1:1}|(h'z—n3
y N, -1 n, t Ny=1
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Example 1114 Let P, represent the proportion of odd numbers in a sample of size n, = 2

selected at random with replacement from a finite population consisting of values 4 and 5.
Similarly, let P, represent the proportion of odd numbers in a sample of size ny, = 2 selected ar

random with replacement from another finite population consisting of values 2,3 and 6. From a

sampling distribution of the random variable B = B,). Verify that

L aw l'l-'|“"!t1] J'szlnfi'.:]
() Hp_p =7 -m, (if) t.'r'f,] p = = + "
Solution. We have
Population I: 4, 5; N =2 m =2
Number of odd numbers: k=2
k
Proportion of odd numbers: %, = N_I = —;—
|
Number of possible samples: NixN =2x2 =4
Possible samples:
(4,4) (4.5) (5.4) (5.5)
Sample proportion of odd numbers: 2
0 /2 12 1
Papulation II: 2. 3, 6; N, =3 n,=2
Number of odd numbers: ky=1
Proportion of odd numbers: e —kz— - l—
= N, 3
Number of possible samples: Nyx N, =3x3 =29

Possible samples:

(22} (2, 3) (2.6) (32} t3.3) (3,6) (6,2) (6,3) (6, 6)
Sample proportion of odd numbers: Ps
0 /2 0 12 I 1/ 2 0 /2 0
All possible differences between sample proportions ( P, — P, ) are
L]
Py 0 0 0 0 ¥2 Yo Y2 a2 I
0 0 0 0 0 -1/2 -1/2 -1f2 -1z _i
I/ 2 1/2 1/ 2 /2 /2 0 0 0 0 =1/2
¥z | ¥2 Y2 Y2 . y3 0 0 0 0o -1/2
1 1 | I ! ¥y2 Y2 Y2 yf2 0
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The sampling distribution of F, — F,, its mean and variance are

Value of Number of Probability
'FI_'PE DCCUITENCEs
Py~ P f fip-m)=flZf (p=p ) flp-p)  (p—p) flp—py)
=1 1 1/ 36 -1/ 36 1/ 36
-1/2 6 6/ 36 -3/ 36 3/ 72
0 13 13/ 36 0 0
1/2 12 12/ 36 6/ 36 3/ 36
1 4 4/ 36 4/ 36 4/36
Sum Y f=36 1 6/ 36 19/ 72

6 1
EE-PF) = — . = =
(A 5 ) E{Fl P X p = py) % 3

=
e
I
e
n

0} _p, = Varn(P, - B)

Z(p =) Sy = py) = BE_p,

W Ry A
72 6 T2

‘We are to verify that
A, ; 5 w(l=-m) ny(l-n,)
{ﬂ .IuPl-P: 22 “1_“2 . [d} U.P;—Fj = n "
i {0 o S O
S A S ) e 7 I Y .
6 A ;- 2 2
o3 Aa 17 47
6 6 R

Example 11.15 The actual proportion of men who like a certain TV programme is 030 and
the corresponding proportion for women is 0.25. A questionnaire about this program is given to
500 men and 500 women, and the individual responses are looked upon as the values of
independent random variables having Bernoulli distributions with parameters m; = 0.30 and

m, =0.25, respectively. Find the mean and standard error of P - F,, the difference between
the sample proportions of successes.

Solution. We have m, = 0.30, =, =025 n =500, n,= 500
The mean and standard error of P, — P, are

Mp _p =Ty =Ty = 030 - 025 = 0035
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" (l- (1-x
Fri =J 1 ) - Tl 5)
", "y

= 0.028

_ | 030(1-0.30) , 025(1-025)
B 500 500

116  OTHER SAMPLING DISTRIBUTIONS

We have considered the sampling distributions of sample mean, difference between
sumple means, sample proportions and difference between sample proportions. Other statistics
such as sample median, sample variance and sample standard deviation have their own sampling
distributions, There is different sampling distribution for each different statistic even though the
statistics may be computed from the same sample. For a given statistic, the sampling distribution
will vary for samples of different sizes. Thus, in a sampling distribution it is necessary to specify
the population, the statistic and the size of the sample. A change in any of these specifications
will result a different sampling distribution.

11.17 SAMPLING DISTRIBUTION OF

THE SAMPLE VARIANCE, §?

The sampling distribution of sample variance 5* is the probability distribution of the
variances obtained from all possible simple random samples of n observations that can be drawn
from a population with variance o .

The sampling distribution of sample variance has the property

#=1 ok

”5'2 aa 'E[ S_} = "
Example 11.16 A population consists of five numbers 2, 4, 6, 8, and 10. Consider all
possible samples of size 2 which can be drawn with replacement from this population. Form the
sampling distribution of sample variance and verifyv that

=1
{,2

Hea =
3 "

Solution. Population: 2, 4, 6, 8, 10;  Population size: N = 5: Sample size: n = 2
Number of possible samples = N x N = 5 x 5 25
All possible samples that can be drawn with replacement from our population are

(2,2) (2,4} (2,6) (2,8) (2,10)
(4.2} (4,4) (4.6) (4,8) (4,10)
(6,2) (6,4) (6,6) (6,8) (6,10)
(8.2) (8.4) (8,.6) (8,8) (8, 10)
{10,2) (10,4) (10,6) (10,8) (10,10)
z)2 T
(i) All possible sample variances: s* = 25 - %) = =) when n = 2
n

0 1 4 9 16

1 0 1 - 9

4 1 0 ] 4

9 4 1 0 I

16 9 4 ] 0
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The sampling distribution of sample variance 5% and its mean are

Value of §? Number of occurrences: Probability
P~ ! : pls?) = fIXf s* pl $*)
0 5 5/ 125 0

8 8/ 25 8/ 25
6 6/ 25 2425
4 4/ 25 36/ 25

16 2 2/ 25 32/25

Tf =25 1 2 p(s*) = 100/ 25

Moy = E(§%) = 4% p(s?) = s

The mean and variance of the population are

X 2 4 6 B 10 » Ixi = 30 <
xf_., ' 4 16 36 64 100 Ex} = 220
Sl e e
N ]
Zxi 3
ot = = 2= 2 gy =g
N 5
; n-1 .,
We are to venfy that By =
"
2-1
4 = —— (8
5 (8)
4 = 4
Exercise 11.4

1. (@) A fair coin is tossed 50 times and the number of heads recorded are 27, The proportion
of heads was, therefore, estimated to be 0.54. Answer the following.

() ~ Which figure is a parameter?
(i)  Which figure is a statistic?
[ () The probability of head in a single trial © = 0.5;
(if) Sample size n = 50, number of heads in the sample x = 30 and the proportion
of heads in the sample p = x/n = 0.54. )
(b) What is meant by the sampling distribution of sample proportion? Describe the properties
of the sampling distribution of sample proportion.
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2. (a)

(b)

3 (a)

(b)

4. (a)

(b)

A finite population consists of the numbers 2, 3, 4, 5, 6 and 8. Find the proportion P
of even numbers in all possible random samples of size n = 2 that can be drawn with
replacement from this population. Assuming the 36 possible samples equally likely,
make the sampling distribution of sample proportions and find the mean and variance of
this distribution. Verify that

n(l-m)

n

) EP)==x (i) VarlP) =

where P and m are sample and population proportions respectively.
(% =23 4, =213, 6% = 1/9}

A population consists of N = 4 numbers 1, 3, 4 and 5. Find the proportion P of
odd numbers in all possible samples of size n = 3 that can be drawn without
replacement from this population. Assuming the 24 possible samples equally likely,
construct the sampling distribution of sample proportions and find the mean and
variance of this distribution. Verify that

M pp = m iy o3 =

n(l—m) [ N-n ]
n N=1

where P and m are sample and population proportions respectively,
{m = 3[4, p, = 3[4, 0} = 1/48}

Suppose that 60 % of a city population favours public finding for a proposed
recreational facility. If 150 persons are to be randomly selected and interviewed, what
is the mean and standard error of the sample proportion favouring this issue.

{4 = 060, o, = 0.04)

A small, professional society has N = 4500 members. The president has mailed
n = 400 questionnaires to a random sample of members asking whether they wish to
affiliate with a large group. Assuming that the proportion of the entire membership
favouring consolidation is ® = 0.7, find the mean and standard error of the sample
proportion P,

{ip = 07, o, = 0.022)

What is meant by the sampling distribution of the difference between two sample
proportions? Describe the properties of the sampling distribution of difference between
two sample proportions. Explain its usefulness in statistical inference.

Let £ represent the proportion of odd numbers in a random sample of size n =3
with replacement from a finite population consisting of values 4 and 5. Similarly, let
F, represent the proportion of odd numbers in a random sample of size n, = 2 with
replacement from another finite population consisting of values 2, 3 and 6. Assuming
that the 72 possible differences P, — P, are equally likely to occur, construct the
sampling distribution of P, — P, . Verify that

o2 i m(l-n) " nall,’]-:n:z}

(1) Hp -p, = By =R, (i) P -P,

m Ry
(my, =12, =y = 1/3, pp_p = 1/6, af;i_,,: = 7/36 )
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5 (a)

(b)

6. (a)

(b)

7. (a)

Let F represent the proportion of even numbers in a random sample of size n =2

without replacement from a finite population consisting of values 4, 6 and 9.
Similarly, let P, represent the proportion of even numbers in a random sample of size

ny = 2 without replacement from another finite population consisting of values 2, 3
and 5. Assuming that the 36 possible differences B — P, are equally likely to occur,
construct the sampling distribution of P, — P, . Verify that

B Ho-p =K -

@ o} _, = “-“*EH[M—H. L B(-m) (N -,
1 n -] n, Nz—l

{n; =2/3, =, =1]3, Hp _p, = 1/3, gPI_F = 1/9}

The percentage of families with a monthly income of Rs. 1,000 or more in city A and
city B is 25 % and 20 % respectively, If a random sample of 100 families is selected
from each of these two cities and the proportions of families earning Rs. 1,000 or more
in the two samples are compared, what is the mean and standard error of P - B, the

difference between the sample proportions?
{Mp _p, = 005 Cp —p, = 0059}

A finite population consists of five values 2, 4, 6, 8 and 10. Take all possible samples
of size 2 which can be drawn with replacement from this population. Assuming the 25
possible samples equally likely, construct the sampling distributions of sample means
and sample variances and find the mean of these distributions. Calculate the mean and ;
variance of the population and verify that

=1
0 Hr=H @ pp = —a?
_ ¥
where X = 2%, and §? = o B
n n

[k =60"=38 u;=6pu, =4)

A finite population consists of five values 1, 3, 5, 7 and 9. Take all possible samples
of size 2 which can be drawn with replacement from this population. Assuming the 25
possible samples equally likely, construct the sampling distributions of sample means
and sample variances and find the mean of these distributions. Calculate the mean and
variance of the population. Discuss the resuits.

n-=1
(;{:5, of =8 pr =5 pa=4 =g g = — Gz)

A finite population consists of 5 values 1, 3, 5, 7 and 9. Take all possible samples of
size 2 which can be drawn without replacement from this population. Assuming the
20) possible samples equally likely, construct the sampling distributions of sample
means and sample variances and find the mean of these distributions. Calculate the mean
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and variance of the population and verify that
. ,_ N n—1
(0 gz = Al e i
- X, X;=X)
where X = XX, and$3=2{'—
n n
(=50 =8 sz =5 U, =5)

(b) Take all possible samples of 2 distinct values from the population 2, 4, 6,8 and 10.
Assuming the 20 possible samples equally likely, construct the sampling distributions
of sample means and sample variances and find the mean of these distributions.
Calculate the mean and variance of the population. Discuss the results.

& 2 = N e Dl
U=06 g-=8 Uz:=8, I-',-:—i Ue = U, #sz“ﬁ = e )
Exercise 11.5
Objective Questions
L Fill in the blanks.

(i} A ———— 15 the totality of the observations made on all

the objects possessing some common specific

characteristics. {population)
(i) A ————— is a part of the population which is selected

with the expectation that it will represent the

characteristics of the population. (sample)
(fif}f ——— 15 a procedure of selecting a representative

sample from a given population. (Sampling)
(iv) The descriptive measures of a population are called

— (parameters)
(V) A descriptive measure on the sample observations is

called ———. (statistic)
(v} A population is called ——— if it includes a limited

number of sampling units, (finite)
(vif)y A population is called ———— if it includes an

unlimited number of sampling units. (infinite)
{viii) Sampling ———— is a complete list of the sampling

units_ Um}
(ix) A ——— sampling is a procedure in which we cannot

assign to an element of the population the probability of

its being included in the sample. (mon-probabifity)
(x) A ———— sampling is a process in which the sample is

selected in such a way that every element of a population

has a known nonzero probability of being included in the

sample. {probability)
(xiy Another name of a probability sampling is

sampling. (random)
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(xii) Random sampling provides reliable {estimates)
(xiif) The sampling is said to be replacement  when

the unit selected at random is returned to the population
before the next unit is selected. (wirth)
{xiv) The sampling is said to be replacement when
the unit selected at random is returned to the population
before the next unit is selected. (withour)
(xv) A sample is usually selected by replacement. (withour)
{(xvi) In sampling replacement, a sampling unit can be
selected more than once. (with)
2, Fill in the blanks. :
() In sampling replacement, a sampling unit
cannot be selected more than once. (without)
(if)  Insampling with replacement, a finite population becomes
—_— (infinire)
(idi) random sampling is a procedure of selecting a
sample from the population in such a way that every unit
available for sampling has an equal probability of being
selected. (simple)
{iv)  The sampling error decreases by increasing the sample
—_—— (size)
(v}, The ————— errors may be present both in sample
survey and census. (non-sampling)
(vi)  The bias increases by increasing the sample (size)
(vii) A sample which is free from bias is called an
sample. {unbiased)
(viif) errors may arise due to faulty sampling frames,
non-responses and processing of data. (Non-sampling)
(ix) errors can be controlled by the proper training
of the investigators and following up the non-responses (Non-sampling)
(x)  The probability distribution of a sample statistic is called
distribution of that statistic. i sampling)
{xf) The standard deviation of sampling distribution of a
sample statistic is called the of that statistic. (standard error)
(xif)y The standard error can be reduced by increasing the
—_— (sample size)
(xiif) The number of all possible samples of size n taken with
replacement from a population of size N is (N)
(xiv) The number of all possible samples of size n I,aken
without replacement from a population of size N s (NP )y
"
3 Mark off the following statements as true or false.
() A descriptive measure on the sample observations is called
parameter and a descriptive measure of a population is
called statistic, (false)
{(ify A sample statistic is a random varable whereas the
parameter being estimated is constant. (true)
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(iii}
(i)
(v)

(vi)
(vii)

(viif}
(ix)

(x)
(xi)

(xif)

A sample survey provides the results which are more
accurate than those obtained from a census.

A sample design is a procedure for obtaining a sample
from a given population prior to collecting any data.

More detailed information can be obtained in a sample
survey as compared to a census.

Sampling may be the only means available for obtaining
the desired information if the population is infinite.

If the data are obtained by tests that are destructive, then
complete enumeration becomes essential.

Every random sample is a simple random sample.

In sampling with replacement, the sample size may be
greater than the population size.

In sampling without replacement, the sample size can be
greater than population size.

The number of units available for the next drawing does
not change in a random sampling with replacement.

In sampling without replacement, the number of units
remaining after each drawing will be reduced by one.

4, Mark off the following statements as true or false.

(i)
(if)
(#if)
(iv)
(v)

(vi)
(vif)
(wiif)

(ix)
(x)

(xi)

The number of all possible samples of size n taken
without replacement from a population of size N is ¥ C, .
In sampling without replacement, a sampling unit can be
selected more than once.

In sampling with replacement, the sample size may be
greater than the population size.

In sampling with replacement, a finite population becomes
infinite.

Non-sampling errors may be present both in sample survey -

and census,

The sampling error increases by increasing the sample size.
Sampling and non-sampling errors are both controllable.
The standard deviation of a sampling distribution of a
statistic is called the standard error of that statistic.
Standard error is the difference of a statistic from the
parameter being estimated.

We can decrease both sampling error and standard error by
increasing the sample size,

The reliability of an estimate can be determined by its
standard error.

(false)
(true)
(true)
(true)

(false)
(false)

(true)
(false)
(true)

{true)

(false)

(false)

(true)
(true)

(true)
(false)
(true)
(true)
(false)

(true)

(true)
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121  STATISTICAL INFERENCE
: Statistical inference is a field concerned with drawing conclusions about distributions by
using observed values of random variables which are governed by these distributions.

Statistical inferences are the conclusions made about the unknown value of the
parameter of a population using a limited information contained in an observed sample taken
from it at random. The two most important types of statistical inferences are

(f)  Estimation of parameters
* (if)  Testing of hypotheses

12.2  STATISTICAL ESTIMATION
The statistical estimation is a procedure of making judgment about the unknown value
of a population parameter by using the sample observations.

Population parameters are estimated from sample data because it is impracticable to
examine the entire population in order to make such an exact determination. Statistical estimation
procedures provide estimates of population parameters with a desired degree of confidence. This
degree of confidence can be controlled, in part, by the size of the sample (the larger the sample,
the greater the accuracy of the estimate) and by the type of the estimate made. The statistical
estimation of population parameters is further divided into two types

(i)  Point estimation
(i)  Interval estimation

12.3  POINT ESTIMATION OF A PARAMETER

The object of point estimation is to obtain a single number from the sample that is
intended for estimating the unknown true value of a population parameter.

12.3.1 Point Estimator. A peint estimator is a sample statistic that is used to estimate the
unknown true value of a population parameter.

An estimator is always a statistic which is both a function and random variable with a
probability distribution. An estimator is denoted by a capital letter (e. g., T. U, -+- ).

Suppose that X, X,, -+, X
mass function or probability density function f( x: 6 ), then the estimator T intended to
estimate @ is a function given by

;T I S S e

12.3.2 Point Estimate, A point estimate is a specific value of an estimator computed from the
sample data after the sample has been observed. When a random sample becomes available from

is a random sample from a population with probability

73
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the population and the estimator T is computed from the sample data, the numerical value
obtained is an estimate of population parameter 6 from the particular sample. An estimate is
denoted by a small letter (e. g., ¢, 1, =+ ).

Suppose that x,, x,,-++, x, is an observed random sample from a population with

probability mass function or probability density function f( x; 8), then the particular value of an
estimator T intended to estimate @ is a given by

o= g%, %" X))
Example 12.1 A random sample selected from a normal population with mean U and
variance ¢? gave the values 25, 31, 23, 33, 28, 36, 22, 26. Give the point estimators for U
and o and find their point estimates.
Solution. We have

% 25 31 23 3 W I 1 26 |Xx =24
X=X -3 3 -5 3 O
(x-%* | 9 9 25 25 0 64 36 4 |X(x-%r=IT2

The point estimator of population mean g is , 0 1 2, X;
n i=]
224
The point estimate of population mean 1 is L S Tk 28
n
The point estimators of population variance ¢ are
L] an
§2= ¥ (x, - %P, §2 = L_Yx -3y
N oisml n=1 i=1
The point estimates of population variance o2 are
Wx —x)2 e TN
2 o Zx=%7F 112 _ 1S f2 oo BE-X)P _ Im 24.57
n 8 n—1 8-1

124  UNBIASEDNESS

The distribution of an estimator should be centred in some sense at the value of the
parameter to be estimated. Because expected value is a measure of the centre of a distribution, a
reasonable requirement for an estimator T may be E( T) = 6. This property is called as
unbiasedness of the estimator T. It refers to the desirability of the sampling distribution of an
estimator being centred at the parameter to be estimated,

12.4.1 Unbiased Estimator. An estimator is unbiased if the mean of its sampling distribution
is equal to the population parameter to be estimated.

Let Xy, X,, -+, X be a random sample from a distribution f( x: € ). An estimator
T=pg(X, X;, . X,) issaid to be unbiased for parameter 8 if

E(T) = @
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12.42 Biased Estimator. An estimator T of a population parameter 8 is said to be biased if:
E(T) # 0
12.4.3 Bias. If an estimator T of a population parameter 8 is biased, the amount of its bias is
Bias = E(T)- 8

If T is an unbiased estimator, it will tend to give estimates nearer to & and if 7 is a biased
estimator, it will tend to give estimates far from 6.

Example 12.2 A population consists of five numbers 2, 4, 6, 8 and 10. Consider all
possible samples of size 2 which can be drawn with replacement from this population. By
Sforming the sampling distributions, show that

(i)  The sample variance 5* = L(X ;= X ,l" n is a biased estimator of the population
variaice o,
(ify The sample variance 5 = (X = X }zfl‘n — 1) is an unbiased estimator of the

population variance o?

Solution. Population: 2, 4, 6, 8, 10 Population size: N = 5 Sample size: n = 2
The mean and variance of the population are
X 2 4 6 8 10 |Xx; =30
x} 4 16 36 64 100 | Zx} =220
Tx;
H = 4 = 3—ﬂ- = 5
. N 3
Ext 220
B — ! = L
g = - = ——=(6)Y = 8
N u 5 (6}
Number of possible samples = N XN = 5 x5 = 25
All possible samples:
(2,2) (2,4) (2,6) (2,8) (2,10)
(4,2) (4,4) (4,6) (4.8) (4.10)
(6.2) (6,4) (6.6) (6.8) (6,10)
(8,2) (8,4) (8,6) (8.8) (8.10)
(10,2) (10,4) {10,6) (10,8} {10,10)

Ef-‘f,- -x)° » {.:I —.r'}z

(f) All possible sample variances: s* = - 2 2" when n =2
0 I 4 9 16
1 0 1 + 9
4 1 0 1 4
9 4 1 0 |
16 9 Rl 1 0
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The sampling distribution §7 and its mean are

Value of §° Number of occurrences Probability

5 / p(s*) =fIXf s* p(s*)

0 5 5/ 25 ]

| 8 8/25 8/25

4 6 6/ 25 24/ 25

g 4 4/ 25 36/ 25
16 2 2/ 25 32/ 25

f =25 1 Y 2p(s?) = 100/ 25
1 2 2 100
E(§?) = X" p(s?) = e

Since 4 = E(5%) # o = B, therefore §? is a biased estimator of o2,

Tlx=%)F e —a)*

(i) All possible sample variances: 5t = . = > £ when n = 2
; -
0 2 B 18 32
2 0 2 8 18
B 2 0 2 8
18 8 2 0 2
32 18 G 2 0
The sampling distribution of § * and its mean are
Value of §° Number of occurrences Probability
& f p(3%) = fIXf & p()
0 5 5/ 25 0
2 8 8/ 25 16/ 25
8 6 6/ 25 48/ 25
18 4 425 72/ 25
32 2 2{ 25 64/ 25
Lf=125 1 ¥ i p(sh) = 200/ 25
v ) 1 200
Et5) = 3" pl3)) =—== = §
p(s7) T

Since 8 = E(§%) = o? = 8 therefore §° is an unbiased estimator of o'2.
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12.5  BEST ESTIMATOR

Let X,, X,, -+, X, be arandom sample of size n from the distribution f( x ; 8).
Among the class U of all unbiased estimators 7' = g( X,,X,, *, X ) for a given parameter
6, the estimator T* is said to be a best or minimum variance estimator if among the class U
of all unbiased estimators, none has a smaller variance than T".
12.5.1 Best Estimators of the Population Mean and Variance. Let X, X,,---, X bea

random sample of size n from a population with unknown mean g and unknown variance o,
then the best estimators of 4 and o® are -
E X‘ . ] El: X‘ =i f -'2

X = and 52 =
n n—1

respectively.

Example 123  Obiain the best unbiased estimates of the pepulation mean U and varianee o
from which the following sample is drawn:

n =8 Lx = 120, Y(x, - TP = 302
Solution. The best estimate of the population mean g is the sample mean
— Zx I 15
n 8

The best estimate of the population variance o is the sample variance
A S

T a-1 = 8-1
12.5.2 Best estimator of the population proportion. From a population which has unknown

proportion of successes W, we take a random sample of size n with X as the number of
successes in the sample, then the best estimator of w is

= 43.14

§

Example 124 A random sample of 50 children from a large school is chosen and the number
who are left handed is noted. It is found thar 6 are left handed. Obtain an unbiased estimate of
the proportion of children in the school who are left handed,

Solution. We have n =350 x =06
7 f

Sample proportion: p = e L e
n 50

126 POOLED ESTIMATORS
FROM TWO SAMPLES

Estimates of the population mean, variance, proportion, eic., may be obtained by pooling
observations from two random samples.
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12.6.1 Pooled Estimator of Population Mean. Let X, X,,, -+, X | and X, X,

m
. X, , betwo random samples of sizes n; and n, from a population with unknown mean

4, then the pooled estimator X p of pis

i |

z xi] + Eil%*

f - i=] i=1 i}
f.)

IrI1*f| * "zfz

H‘I +l'11 I‘II +ﬂ2

where X, and X, are the unbiased estimators of y, based on the first and the second sample,

respectively,
12.6.2 Pooled Estimator of Population Variance. Let X, , X,, ', X, and X5,
Xyt X ny2 be two random samples of sizes n, and n, from a population with unknown

variance o?, then the pooled estimator §? of o2 is

- ¥ 32 ST gl 1 ] P! =
LR L Y PUNeY
R y =2 no+n, -2

n

where §;" and S, are the unbiased estimators of o2, based on the first and the second sample,
respectively,

Example 12.5 Two samples of sizes 40 and 50, respectively, are taken from a population
with unknown mean [  and unknown variance c* .

Sample 1: no=40, Xfx = 807 Lfaf

Sample I: »n, = 50, Xfx, = 977, Xfax}

16329

19177

Using the data from the two samples, obtain the best estimates of § and 2.

Solution. The best estimates of y and ¢° are
. Lfx #Xfx 807 + 977

x, = = —— " = 1982
n o+ ny 40 + 50
; (X i 2
iy -5y =Xfx - —££ = 16329 - @ = 47.775
1
Sflay -5 )P = Lfxd O S DI OO0 T L) L 7]
L

2o 2SO -%) + Tfn-%)° _ 47775 + 8642 _ | 45
p ok fig = 2 40 + 50 - 2
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12.6.3 Pooled Estimator of Population Proportion. From a population which has unknown
proportion of successes 7, we take two random samples of sizes n; and n, with X, and X, as

the number of successes in the respective sample, then the pooled estimator Tt of 7 is

&= X, + X, » mF +n P

n o+ ny n+on
where F, and P, are the unbiased estimators of m, based on the first and second sample,
respectively.

Example 12.6 A random sample of 600 people from a certain district were questioned and
the results indicated that 30% used a particular product. In a second random sample of 300
people, 96 used the product. Using the data from the two samples, find the best estimate of the
proportion of people in the district who used the product.

Solution. The best estimate of the population proportion is
n, = 600 p = 030

x 96
n, = 300 x, = 96 S = =2 = — =032
2 2 b= - am
& _ mp tmp, _ 600(0.30) + 300(032) a0
n + n 600 + 300
Exercise 12.1

1. (@) Explain what is meant by statistical inference?
() What is meant by estimation? Differentiate between estimator and cstimate?
2. (@) Specify the estimator and the estimate in each of the following:
(i) A sample of 35 students gave an average height of 62 inches.
{ify A sample of 50 households having television sets showed that 85 percent of
them liked a particular programme.
(iii) A sample of 25 bolts produced by a company showed that 20 of them were
according to specifications,
() A sample of 30 houses showed an average consumption of electricity as
65 units.
{ (i) Sample mean height X; ¥ = 62 inches,
(if) Sample proportion of households who liked particular programme P; p = 0.85.
(iii) Sample number of bolts according to specification X; x = 20, or sample
proportion of bolts according to specification P, p = 0.80.
(fv) Sample mean consumption of electricity X ; ¥ = 65 units )

{b) Suppose I choose a random sample of three observations from a population and obtain
the values 2, 5, 3. From these values | estimate the centre of the population by ranking
the observations and taking the middle one. What estimator am I using and what is my
estimate?
| Sample median X5 = X\ L 100)0  Tos = Xuapy2) = 3}
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3. (a)

(b)

4. (a)

(b)

(e}

5. (a)

ib)

Is an estimator & random variable? Why or why not?
{ Yes. An estimator is a random variable having its own probability distribution. )

Why we call the standard deviation of a sample statistic as standard error of the statistic.

| In the context of estimation, the deviation of a sample statistic 7 from its target
@ ( parameter to be estimated ) must be considered an error. So the standard deviation
of a sample statistic is commonly called the standard error of the sample statistic. |

What is meant by unbiasedness? Differentiate between an unbiased and a biased
estimator,

A finite population consists of the numbers 3, 5, 7 and 9. Take all possible samples of
size. 2 which can be drawn with replacement form this population. By forming the

sampliﬁg distributions of X and §° show that
(i)  the sample mean X = X X,/n is an unbiased estimator of the population
mean M.
(i) the sample variance §? = X (X, - X)*/n is a biased estimator of the
population variance o2 .
() p=6 EX)=6 EX) = u (i)o?=35, E5%) =25 ES*) # g%}

Draw all possible samples of size 3 taken without replacement from the population
7, 10, 13 and 16. By forming the sampling distributions, show that both sample mean
X and sample median X, are unbiased estimators.

A finite population consists of the numbers 1, 3, 5, 7 and 9. Consider all possible
samples of size two which can be drawn with replacement form this population. By

forming the sampling distributions of X, s? and §7 show that )
()  the sample mean X = X X,/n is an unbiased estimator of the population
mean L.
(ii) the sample variance §2 = X (X, - X)*/n is a biased estimator of the

population variance 2.

(iti} the sample variance § = (X i - Xy ,f im—1) i an unbiased estimator of
the population variance o?.
() u=5 EX)=5 EX) = u (i)o?=8 ES°) =4, KS*) # o
(iii) o* = 8, E(§7) = 8, E(§°) = o7} :
A finite population consists of the numbers 2, 3, 4, 5, 6 and 8. Find the proportion P
of even numbers in all possible random samples of size n = 2 that can be drawn with
replacement from this population. By forming the sampling distribution of sample

proportions show that sample proportion is an unbiased estimator of the population
proportion. Also verify the relation

n(l-m)

n

VanlP) =
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where P and m are sample and population proportions respectively.
{x =23, 4, =2/3, 6% =1]9}

(¢) A finite population consists of the numbers 4, 5, 6 and 8. Find the proportion P of
even numbers in all possible random samples of size # = 3 that can be drawn without
replacement from this population. By forming the sampling distribution of sample
proportions show that sample proportion is an unbiased estimator of the population
proportion. Also verify the relation

Varl Py = A= E) [‘:r"]']

where P and m are sample and population proportions respectively.
(m = 3[4, u, = 3[4, % = 1/48 )

4

12.7  INTERVAL ESTIMATION

Interval estimation is a procedure of constructing an interval from a random sample,
such that prior to sampling, it has a high specified probability of including the unknown true
value of a population parameter,

12.71 Need for Interval Estimation. Any point estimate has the limitation that it does not
provide information about the precision of the estimate i. e., about the magnitude of error due to
sampling. Often such information is essential for proper interpretation of the sample result.

A point estimator, calculated from the sample data, provides a single number as an
estimate of the parameter. This single number lies in the fore front even though a statement of
accuracy in terms of the standard error is attached to it. A point estimator, however efficient it
may be, cannot be expected to be exactly equal to the population parameter. Moreover, we cannot
assess simply by looking at just only one value ( point estimator ) how close is the estimate to the
unknown true value of the parameter being estimated. A point estimate by itself does not supply
this information about its precision.

An alternative approach to estimation is to extend the concept of error bound to produce
an interval of values that is likely to include the unknown true value of the parameter. This is the
concept underlying estimation by confidence intervals.

12.7.2 Interval Estimate. An interval estimate is an interval calculated from a random sample,
such that prior to sampling, it has a high specified probability of including the unknown true
value of a population parameter.

Let X,, X,,~++, X, be a random sample from a population with unknown parameter 6.

A confidence interval for @ is an interval ( L , U/ ) computed from the sample observations
X,, Xy, +++, X, such that prior to sampling, it includes the unknown true value of @ with a

specified high probability. Let ( 1 — « ) be a specified high probability and L and U be
functions of sample observations X,, X,, ---, X such that

FIL<B8<=<U) =1-g, for 0 < ot < 1
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Then the interval ( L, U ) iscalleda 100 ( 1 = & % confidence interval for the
parameter 8, and the probability ( 1 — ot ) is called the confidence coefficient or the level of
confidence. Note that, ( 1 — o) is the probability that the random interval ( L, U ) includes the
parameter 8 and not the probability that @ lies in the interval ( L, U/ ). The end points L and
/' that bound the confidence interval, are called the lower and upper confidence limits for the
parameier 8. These limits being the functions of sample observations are random variables. The
width 7 = L of the confidence interval measures the precision of the estimate. The shorter the
confidence interval, the more precise the estimate will be. The precision can be increased by

(it decreasing the standard error of the estimate ( 1. ¢., increasing the sample size ).
(17} decreasing the confidence coefficient.

12.7.3 Confidence Coefficient.

Meaning o Confidence Coefficient. From the definition of a confidence interval, we know that,
prior to selecting the random sample, the probability is | — o that the confidence interval we
obtain will include the population parameter 8, The particular confidence interval Yesult will be
either correct or incorrect, and we do not know for certain which is the case.

Selecting the Confidence Coefficient. We should like the confidence interval to be very precise
{ i. e., very narrow ) and would like to be very confident that it includes 6. Unfortunately, for any
fixed sample size, the confidence coefficient can only be increased by increasing the width of the
confidence interval. The confidence interval widens rapidly as the confidence coefficient gets
near 100 percent.

The choice of | - « will vary from case to case, depending on how much risk of
obtaining an incorrect interval can be taken. The numerical confidence coefficient { e. g., 0.95)
is often expressed as a percent ( e. g, 95% ). Confidence coefficients of 90, 95, 98, and 99
percent are often used in practice,

12.§  CONFIDENCE INTERVAL
- FOR POPULATION MEAN, pu

Theinterval (L, U ) isa 100( 1 — o )% confidence interval for the population mean

4 if prior to sampling:
ALzpup2U)=1-o

This definition simply states that a confidence interval with confidence coefficient
I — o is an interval estimate such that the probability is 1 — o that the calculated limits
include g for any random sample. In other words, in many repeated random samples of size n
from a population, 100 ( | — @ )% of the interval estimates will include u and therefore will be
correct and @ % of the interval estimates will not include p and therefore will be incorrect, The
choice of method used in constructing a confidence interval for g depends upon whether or not

the population is normal, whether the population variance ¢ is known or unknown, and whether
the sample size n is large or small, We discuss these different cases below.

12.8.1 Normal Population, o®> known. Suppose that a random sample X , X,, -+, X of

size n is drawn from a normal population with unknown mean y and known variance ¢ . We
wish to construct a confidence interval which is likely to include the true unknown value of the
population mean p with a degree of confidence 1 - o We know that the sampling distribution



Estimation 83

of X will be normal with mean g and variance o> / n. Consequently, the distribution of the
statistic

X -y
o/ \n

will be normal with mean 0 and variance 1. Then a two-sided 100 ( 1 - o )% confidence
interval for population mean u is given by

:;_w!% < )< f*‘*’l-m%
i : i

If X is the mean of an observed random sample of size n taken from a normal population with
unknown mean g and known variance o2, thena 100(1 — @)% confidence interval for I is
given by

Z =

X -

o a

f—:!_u‘;z .'J'n_ {}.lf. .’E"‘zk_w: ﬁ

This can be written T

» ——in.
Yhew/z T
n

Note that, often the word central is omitted when considering confidence intervals, but it is
assumed that a two-sided interval that is central, or symmetric about the mean is required.

12.8.2 Interpretation of a Confidence Interval. A 100( | - « )% confidence interval for
Mois

= o = a
X"-ﬁ_wzﬁ < H < X‘l‘q_l:,___rg—\ll,—-'n_
If we identify
L=X- o and U:f+z,_m1L

4w T =
the probability statement implies that-prior to sampling, the random interval ( L, U') will include
the parameter u with a probability 1 — o. Thatis

Pl X - = 1-uo

2] = o
zl—ﬂ,‘lﬁ SH< X+z|.—a_.l’2_ﬁ

It is to be emphasized that in this expression, g is constant and it is the end points which are
random variables. To better understand the meaning of a confidence statement, we perform
repeated samplings from a normal distribution with mean u and standard deviation ¢ and a

100 (1 — o )% confidence interval ¥ * z, _ a2 r.:r/ .fu_ is computed from each random sample,
approximately 100(1 — @)% of the intervals derived would contain the true value of g
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Interval
I
2
3
o
-
# S22 a2
Fig. 12.1 Repeated forming confidence Fig. 12.2 Two-sided confidence
intervals for u interval for u

Figure 12.1 shows what would typically happen if a number of samples were drawn
from the same population and a confidence interval for 4 were computed for each sample. The
true value of 4 is indicated by a vertical line in the figure. Different confidence intervals,
resulting from different random samples, are shown as horizontal line segments. Most of the
confidence intervals would contain 1, but some of them would not contain p. If a 95%
confidence interval were calculated for each sample then in the long-run, 95% of the confidence
intervals that were formed would contain g That is not surprising, because the specified
probability 0.95 represents the long-run relative frequency of these intervals crossing the vertical

line.

Figure 12.2 represents that, before the sample is taken, the probability is 1 — « that
the quantity (X - p)/(o/\/n) will fall in the shaded interval. The interval estimate
X+ 24,0/ /n willbe correct (i. e, willinclude 1) if (X - p)/(a/[n) does fall in

the shaded interval. In effect, the risk « of an incorrect confidence interval is divided equally in
the two tails of the standard normal distribution.

12.8.3 Steps to Follow When Forming a Confidence Interval. We will follow the following
standard format when estimating parameters with confidence intervals:

(i)  Identify the population of interest, and state the conditions required for the validity of the
procedure being used to construct the confidence interval.

(i) Give the procedure ( formula ) that will be used
(iif) Construct the confidence interval
(iv)  Interpret the results.

Example 12.7 A normal population has a variance of 100. A random sample of size 16
selected from the population has a mean of 52.5. Construct the 90% confidence interval
estimate of the population mean, . Interpret the result.

Solution. The size and mean of sample and the variance of normal population are

n .= 16, ¥ = 525, g? = 100 = o = 10,
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Confidence coefficient; 1 - o = 090

- =09 = =010 = o2 =00 = 1-0/2=20595

-aa = Tpes T 1645 { From Table 10 (b) |
The two-sided 90% confidence interval for u is
-z 7 << Xtz :
1—gf2 ﬁ 1-a/2 -JF
10 10
525 - (1.645) < o< 525 + (1645 ) —
V16 ..,Il'lﬁ

484 < u < 566

A two-sided 90% confidence interval for ¢ obtained from the observed sample is (48.4, 56.6).

We are 90% confident that the interval estimate contains .

Example 128 Unoccupied seats on flights cause the airlines to lose revenue. Suppose a large
airline obtained the 90% confidence interval for the average number of unoccupied seats per
flight, on the basis of the records of its randomly selected 225 flights over the past vear, as
11.15 to 12.05. Find the value of X, the mean of the sample and o the standard deviation of
the normal population from which the sample was drawn. Estimate the average number of

unoccupied seats per flight over the past vear with 99% confidence coefficient.
Solution. Samplesize n = 225

Confidence coefficienr: 1 — a = (.90
l-a =09 = ao=010 = o2=00 = 1-a2
Zi_or: = Zyss = 1.645 [ From Table 10 (&) |

The two-sided 100( 1 — o )% confidence interval for u is
a

== o -
X = Z;_ — KU X* Iy ——
1::,.f2J— Yo A e
n n

The lower and upper limits of 90% confidence interval for g are 11.15 and 12.05. Thus

= o i Cae
A 1115 = ¥ - (1.645) o 1115 ... (i)
T4 o = 1205 = T+ (1645) ——— = 1205.....0)

75
Adding () and (i), we get

25 = 23.20 = x = 116
Putting the value of X in (i7), we get

A 225

a

..,||| 225

11.6 + (1.645) = 12.05 = g =41
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Confidence coefficient: 1 — o = 090
l-a=099 = =001 = o2=0005 = 1-0/2=.095
Si—a/s = Igges = 2.376 { From Table 10 (&) |
The two-sided 90% confidence interval for g is

= a T

X ="K s < U < X + Zt_ 9=
=2 q"? o ﬁ
4.1 4.1

< < 11.6 + (2.576)
V225 # 1,||' 225

109 < u < 123

11.6 — (2.576)

1284 Any Population, ¢ known/unknown, n large. Suppose that a random sample
X,. X5, -, X ofsize n is drawn from a population with mean p and variance o?. We
wish to construct a confidence interval which is likely to trap the true unknown value of the
population mean u with a degree of confidence 1 — «, If the population is not normal, and if
a? is either known or unknown, then according to the Central Limit Theorem the sampling
distribution of X is approximately normal with mean g and variance o2/n (when o? is
known and § 1,"’ n when o is unknown) if the sample size is sufficiently large, say, n > 30.
Consequently the distribution of the statistic

- == 'ul =
ol - 3=
is approximately normal with mean () and variance 1. Then a two sided 100( 1 - o )%
approximate confidence interval for population mean u is given by
= 2

:__-,—-ﬂ-—-c < X+ _os——
'“"Jn_ H Iﬂi-ﬁ

We now turn to the more realistic situation for which the population variance 2 is unknown.
Because n is large, replacing o with its best unbiased estimator S does not appreciably
affect the probability statement. When # is large and population variance o? is unknown, a
100(1 - @)% approximate confidence interval for population mean y is given by

s

- o

- -

M S $
-wi2 ﬁ

X {p{f+

If ¥ and § is the mean and standard deviation of an observed random sample of size n
sufficiently large from a population with unknown mean g and unknown but finite variance o2,
thena 100(1 - a)% approximate confidence interval for u is given by

= § ! i
¥ {p<x+z,_m.1r
n
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This can be written X &2

12.8.5 Sampling Without Replacement. When sampling is done without replacement from a

finite population of size N, the standard error of X is given by
a N-n
Oy = —= J——
Jn ¥ N-1
If the sample size n is greater than 5% of the population size N ( i. e., n > 0.05 N'), then a
100 (1 — @)% confidence interval for y is given by

— o N-—n
X i £ e
e R (i 25
However, when n is large and population variance ¢? is unknown, a 100 (1 - o )%
approximate confidence interval for population mean g is given by

A

5 N—n
- e (e
ikl R (T
If ¥ is the mean of an observed random sample of size n taken from a population with unknown
mean d and known variance g?.thena 100(] — )% confidence interval for u is given by

=

Ttz a N-=n
f— i—u-.'l!ﬁ N_-l

If ¥ and 5 is the mean and standard deviation of an observed random sample of size n
sufficiently large from a population with unknown mean g and unknown but finite variance o,
thena 100(1 — @)% approximate confidence interval for u is given by

¥4z 5 N-n
I_DMJ: e

The finite population correction (N —n)/(N = 1) may be ignored when the sample size n is
less than 5% of the population size N{i e, n < 005N ).

Example 12.9 A particular component in a fransistor circuit has a lifetime which is known to
follow a skew distribution. A random sample of 250 componenis from a week's production given
an average lifetime of 840 hours, and the variance of lifetimes is 483 ( hours *). Find
approximately 95% confidence limits to the true mean lifetime in the whole population of the
product.

Solution. The size, mean and variance of the sample are
no= 250, ¥ =80, §%=483 = § =483 = 2198
Confidence coefficient: 1 — o = 095
- =095 = o =005 = o2 =002 = 1-a2 = 0575
Z-gj3 = Zoors = 1.960 { From Table 10 (&) |
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The two-sided 95% approximate confidence interval for u is

5 5

E—Z]__mnz--r{ i f.:f+z_|_wz—\]r=
n n
21.98 21.98

840 y
J250 e R A 250

837.3 < p < 8427

Example 12.10 A random sample of size n = 200, selected without replacement from a finite
population of size N = 1000 with ¢ = 1.28, showed that ¥ = 68.6. Constructa 97%
confidence interval for the mean | of the population,

Solution. The size and mean of sample and the size and a standard deviation of population are
n = 200, T = 68.6, N = 1000, o= L2§

Confidence coefficient: 1 - o = 0.97
l-a =097 = a =003 = of2 =2 0015 = 1-02 = 0985

840 - ( 1.960)

gz = Lgogs = 2.17 [ From Table 10 {a) }
The two-sided 97% approximate confidence interval for u is
T4z e a N-—-n
9 I Y N -1
85+ (21Ty 2 [1X0-200

y 200 1000 -1

{6B.42, 6B.78) = 6842 < u < 68.78

Example 12.11 An auditor has selected a simple random sample of 100 accounts from the
8042 accounts receivable of a freight company to estimate the total audit amount of the
receivable in the population. The sample mean is ¥ = 33.19 and the sample standard deviation
is § = 34.48. Obtain the 9544 percent confidence interval for the mean audit amount in the
population,

Solution. The size, mean and standard deviation of the sample and the population size are
n = 100, X = 33.19, 5 = 3448, N = B042
Confidence coefficient: 1 - o = 0.9544
l -0 = 09544 = o = 00456 = of2 = 00228 = 1 - /2 = 09772
Y-giz = Zom = 2 { From Table 10 (a) )

The two-sided 95.44% approximate confidence interval for the mean audit amount s

542 § N-n
"1—(:_.":4';" N=1

34.48 8042 — 100

1III]_II'.:M:] 8042 -1

(263366, 40.0434) == 263366 < pu < 40.0434

33:19% (23
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128.6 Normal Population, 0> unknown, n small. Suppose that a random sample X, X,
++, X, ofsize n is drawn from a normal population with unknown mean g and unknown

variance o?. We wish to construct a confidence interval which is likely to contain the true
unknown value of population mean g with a confidence coefficient 1 - o However, time and
cost restrictions would probably limit the sample size to a small number, Many inferences in
business must be made on the basis of very limited information, i. e., small samples. When the
population is normal, the sampling distribution of the statistic

X-p
i

is a t-distribution with v = n - 1 df:grez::s of freedom. Thus, when n is small, population is
normal and population variance is unknown, a two-sided 100( | — @)% confidence interval for
population mean g is given by

T =

i ol §
s T s
If ¥ and 5 is the mean and standard deviation of an observed random sample of size n from

a normal population with unknown mean y and unkpown but finite variance o2, then a
100(1 — @)% interval for u is given by

X <B<X 48y on

S § 3 5
SHEETThcgn 7=

e

This can be written . 5. 4

For large degrees of freedom ( e.g., beyond the range of Table 12 ) the t-distribution can be
approximated by a standard normal distribution.

Example 12,12 Ten packets of a particular brand of biscuits are chosen at random and their
mass measured in grams. The results are

no= 18, Xx, = 39787, Zx! = 15830983
Assuming that the sample is taken from a normal population with mean mass )i, calculate the
98% confidence interval for pu.
Solution. The mean and standard deviation of the sample are

= X 2 3978.7 = 19787
n 10

= 31213

Gy
I

Pxt=a¥t Juazn&ss-mum.sn*

n -1 5 10 = 1
Confidence coefficient: 1 — o = 098

l-o =098 = a=002 = a2 =001 = 1-af2 =099
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Degrees of freedom : ven-1=10=1=179
tol-ais = lg.p50 = 2.821 { From Table 12)

The two-sided 98% confidence interval for p is

= £y = 5
¥ =ty ap——=< [ ST+, s

wil—m2 ﬁ T—n_

3213
323 o i < 39T8T 4 (2821 =2

710

397.87 — (2.821)

395004 < p < 400.736

Exercise 12.2

1. (@) What is meant by estimation ? Distinguish between point estimate and interval estimate.
Why is an interval estimate more useful 7

(b} Distinguish between the following
{i'  Estimator and estimate,
(i)  Point and interval estimation..
2, (a) Explain what is meant by
(i)  Confidence interval,
(ify Confidence limits,
{#iiy Confidence coefficient.

{b) When would a confidence interval be preferred over point estimation for a parameter.
( When the reliability of a point estimator is needed, the confidence interval conveniently
express the estimator along with its measure of variation. Reliability is reported through
the confidence coefficient and the variation is reflected in the length of the interval. )

3. (@) Find a 90% confidence interval for the mean of a normal distribution with @ = 3,
given the sample as 2.3, - 0.2, =04, =09,
(-2.268 < g < 2.668)

() The standard deviation of the amounts poured into bottles by an automatic filling
machine is 1.8 ml! (millilitre ). The amounts of fill in a random sample of bottles, in
mil, were 481, 479, 482, 480, 477, 478, 481 and 482. Suppose the population of
amounts of fill is normal. Construct a 90% confidence interval for the mean amount in
all bottles filled by the machine.
(478.95 < u < 481.05)
4, (a) A random sample of size 36 is taken from a normal population with a known variance
o’ = 25. If the mean of the sample is 42.6, find 95% confidence limits for the

population mean.
(40967 < u < 44.233)

(h) A school wishes to estimate the average weight of students in the sixth grade. A random
sample of n = 25 is selected and the sample mean is found to be ¥ = 100 /bs. The
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5. (a)

(b)

(b)

7. (a)

(b)

(c)

(d)

(b)

standard deviation of the population is known to be 15 lbs. Compute 90% confidence
interval for the population mean.
(95.065 < u < 104,935)

Suppose that the weights of 100 male students of a university represent a random
sample of weights of 1546 students of the university. Find 99% confidence intervals
for the mean weight of the students, given ¥ = 6745 and § = 2.93,

(66.68 < u < 68.22)

150 bags of flour of a particular brand are weighed and the mean mass is found to be
748 g with standard deviation 3.6 g. Find 98% confidence intervals for the mean
mass of bags of flour of this brand.

(747316 < u < T48.684)

If the two-sided 100( 1 — )% confidence interval based on random sample taken
from X ~ N(yu, ) is 12.18 < u < 20.56, find ¥.

{x =1637)

On the basis of the results obtained from a random sample of 100 men from a particular
area, the 95% confidence interval for the mean height of the male population of the area
was found to be (177.22 cm. to 179.18 cm). Find the value of ¥, the mean of the sample
and o, the standard deviation of the normal population from which the sample was
drawn, Find 98% confidence interval for the mean height.

(¥ = 1782, g = 5 177.04 < u < 179.36 )

Explain what is meant by the statement, ‘we are 100 (1 — )% confident that our
interval estimate contains (.’

{ In repeated sampling, 100 { 1 — o )% of all sich confidence intervals contain u. |
Explain what is meant by the statement, “we are 95% confident that our jnterval
contains ',

{ In repeated sampling, 95% of all such confidence intervals contain 4. )

Ifan 85% confidence interval is 27.5 < u < 43.8, what does this statemenl mean 7
( Intervals so formed would contain y 85% of the time. )

If oo = 0.10, how many intervals would be expected to contain u 7

{ We would expect about 90% of the intervals to contain g and 10% 1o

miss A in the long-run in repeated sampling.)

What role does the sample mean play in a two-sided confidence interval for u, based on

a random sample from X ~ N(y, o )?

{ The sample mean is the midpoint of the confidence interval but has no effect on the
length of the interval.)

When setting a two-sided 100 ( 1 - @ )% confidence interval for W, based on a
random sample of size n from a normal population, how the following changes will

affect the length of the confidence interval for W (Assume all other quantities
remain fixed.)

(i)  increasing n (if)  increasing (1 — o)
(iii) decreasing n (iv) decreasing (1 — o)
(v)  increasing §° {vi) increasing ¥
(vii) increasing o (viii) decreasing &

( decreased, increased. increased, decreased, increased, no effect, decreased, decreased )
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9. (a)

()

10. {a)

(b)

11. (a)

(b)

12, {a)

(b)

12.9

Define Student's r-statistic. What assumptions are made about the population where the
r-distribution is used?

The contents of 10 similar containers of a commercial soap are : 10.2, 9.7, 10.1, 10.3,
10.1, 9.8, 99, 104, 103 and 9.8 litres. Find 99% confidence interval for the mean
soap content of all such containers, assuming an approximate normal distribution.
(9.807 < 4 < 10313)

The masses in grams, of thirteen ball bearings taken at random from a batch are 214,
23.1, 259, 24.7, 234, 21.5, 250, 22.5, 269, 264, 25.8,23.2, 21.9. Calculate a
95% confidence interval for the mean mass of the population, supposed normal, from
which these masses were drawn.

(2282 < p < 25.14)

A random sample of seven independent observations of a normal wvariable gave
Yr =359 ¥x? = 186.19. Calculate a 90% confidence interval for the population

mean.
(470 < i < 5.56)

A random sample of eight observations of a normal variable gave X x = 261.2,
Y (x - %) = 3.22 Calculate a 95% confidence interval for the population mean.
(3208 < y < 33.22)

A sample of 12 measurements of the breaking strength of cotton threads gave a mean
¥ = 209 grams and a standard deviation § = 35 grams. Find 95% and 99%
confidence limits for the actual mean breaking strength.

(18676 < u < 231.24; 177.62 < u < 240.28 )

A random sample of 16 values from a normal population showed a mean of 41.5
inches and a sum of squares of deviations from this mean equal to 135 (inches)’, Show
that the 95% confidence limits for this mean are 39.9 and 43.1 inches.

Find a 99% confidence interval for the mean of normal distribution with ¢ = 2.5 and
if a sample of size 7 gave the values 9, 16, 10, 14, 8, 13, 14, What would be the
confidence interval if ¢ were unknown.

(9566 < p < 14434; 7.797 < u < 16.203 when & is unknown. )

¢

CONFIDENCE INTERVAL FOR POPULATION
PROPORTION OF SUCCESSES, &

The interval (L .U ) isa 100 (1 - )% confidence interval for the population

proportion of successes m if prior to sampling

PlL<m<lU)=1-ua

This definition simply states that a confidence interval with confidence coefficient 1 — o isan
interval estimate such that the probability is 1 — o that the calculated limits include w for any
random sampling. In other words, in many repeated random samples of size n from a Bemoulli
population, 100 (1 - o )% of the interval estimates will include the true population proportion
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of successes m and therefore will be correct and 100 o % of the interval estimates will not
include m and therefore will be incorrect.

In many problems we must estimate the population proportion or percentage, for
example, the proportion of defectives found in shipment of raw materials upon inspection. In this
case it seems to be reasonable that we are sampling from a Bernoulli population; hence our
problem is to estimate its parameter 7. The interval is based on the estimator P = X/n, the

sample fraction of successes. We know that the sampling distribution of P is a binomial
distribution, The binomial distribution of the estimator P can be approximated by the normal

distribution with a mean of 4, = m and a standard deviationof o, = Jx(l- n)/n , when
n is large and 7 is not oo near O or 1. Consequently the distribution of the statistic
P-x

N P(1-P)/n

will be approximately normal with mean 0 and variance 1. Then a two-sided confidence interval
for population proportion of successes m is given by

P(l-P) P(l-F)
P-—zl_w-z ‘-"-'-‘--'-—-'—'-n ':TE‘:P'F:I_{#: T

If p = x/nisthe proportion of successes in an observed random sample of size n, then a
100 (1 = o )% confidence interval for ® is given by

fp{l—p} : 'pil—m
P = - i SHREP+ Lo —
This can be written 7o B o 31—:1!11’%

12.9.1 Sampling Without Replacement. When sampling is done without replacement from a
finite population of size N, the standard error of P is given by

Jntl-m JN-n
O, =

i N-=1
& =t F{I—P} N"""
¥ n N-1

If the sample size n is greater than 5% of the population size N (i. e., n >0.05 N ), then a
100( 1 — o )% confidence interval for ® is given

P(l-P) N-n
H:‘-"“\/ 5 \,N—l

The finite population correction (N — n)/( N — 1) may be ignored when the sample size n is
less than 5% of the population size N (i e.,n < 0.05 N).

which is estimated as
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Example 1213 In a random sample of 500 young persons fram a small town 40 were found
to be unemploved. Compute o 96% confidence interval for the rate of unemployment in the town,
fnterpret the result,

Solution. The sample size. number of successes and proportion of successes in the sample are
3 40

n = 500, x = 40, p=:=ﬁa—=ﬂ.ﬂﬂ

Confidence coefficient: 1 - a = 096
l-a =09 = o=004 = a/2 =002 = 1-a/2 = 098
ootz = Igog = 2:054 { From Table 10 (a) }

The two-sided 96% confidence interval for m is

t=p) || (1-p)
P_:|—E,'E % -r_: '_I't & .P -|--z‘“w_2 .ﬂﬂ—

0.08(1 - 0.08) 0.08(1 - 0.08)
500 500

0.08 — 2.054 J < < 008 + 2.054J

0055 < nm < 0.105

We are 96% confident that rate of unemployment is between 55% o 10.5% because our
procedure will produce true statement 96% of the time.

Example 12.14 A poll is taken among the residents of a city and the surrounding country o
determine the feasibility of a proposal to construct a civie centre, If 2400 of 5000 city residents
favour it, find almost certain limits for the true fracrion favouring the proposal to construct the
civic centre,

Solution. The sample size, number of successes and proportion of successes in the sample are

o S000; kA0 e e e
n 5000
Confidence coefficient: 1 - ¢ = (.999 { almost certain is 99.9% confident )
l-o =099 = o= 0001 = af2 = 00005 = 1-af2 = 09995
Zroasa = Zopmss = 3291 { From Table 10 (b} }

The two-sided 99.9% confidence interval for ® is

[ p1=p) '.v{l—m
P = I-qz T SRS P Lo f

0.48(1 - 0.48) < 1 < 048 + 3291 0.48(1 — 0.48)
5000 5000

0457 < n© < 0.503

We are almost certain that the true fraction favouring the proposal to construct the civic centre
lies between (.457 and 0.503.

0.48 — 3291 J
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Example 1215 A random sample of 250 from the 5000 students in Govi. College,
Gujranwala contained 30 lefi-handed students. Give an approximate 95% confidence interval
for the proportion of left-handed students in the college,

Solution. The sample size, number of successes and proportion of successes in the sample and
the population size are

x 30

= 250, = 30 = — = —— = (.12, N = 5000
i i RS T 2
Confidence coefficient: 1 - o = 095
l = =09 = o =005 = o2 = 0025 = 1-=af2 = 0975
gy = Zers = 1.960 { From Table 10 (&) }

The two-sided 95% confidence interval for ® in the finite population is

pl-p) N-n
o B
u 'MIJ n \’N—l

0.12 + 1.960 0.12(1-0.12) 5000 — 250
250 5000 -1
(0,081, 0.159) =2 008l < m < 0.159
Exercise 123 T i

L (a)

(&)

1. (a)

(b)

(c)

A sample poll of 100 voters chosen at random from all voters in a given district
indicated that 55% of them were in favour of a particular candidate, Find
(i) 95% and (i) 99% confidence limits for the proportion of all the voters in favour
of this candidate,

[ (7)) 0453 < m < 0.647, (i) 0422 < 7 < (0.678 |

In a random sample of 1000 houses in a certain city, it is found that 228
own colour television sets. Find 98% confidence interval for the proportion of houses
in this city that have coloured sets.

(0,197 =« & < 0.259)

In 40 tosses of a coin 24 heads were obtained. Find  (f) 95% and (i) 99.73%
confidence limits for the proportion of heads which would be obtained in an unlimited
number of tosses of the coin.

{ (i) 0.448 < r < 0.752, (if) 0368 < m < 0.832 }

A random sample of 200 voters in a constituency included 110 who said they would
vote for Mr. A. Assuming all the 15000 voters in the constituency would vote, give an
approximate 95% confidence interval for the proportion whc: would vote for Mr. A,
(04815 = nm < 0.6185)

A random sample of 500 pineapples was taken from a large consignment and 63 were

found to be bad. Show that the percentage of bad pineapples in the consignment almost
certainly lies between 8.05 and 17.95.
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12.10 COMPARATIVE STUDIES

To this point we have been concerned with inferences about parameters of a single
population. We now turn our attention to estimation procedures that are important in comparing
the parameter values of two populations. To make inferences about two populations; we must
obtain two samples — one from each population. There are many methods by which the two
samples could be obtained; we will discuss two of them in this text. These methods result in
either independent or dependent samples.

12.10.1 Independent Samples. If two samples are selected, one from each of two populations,
then the two samples are independent if the selection of objects from one population is unrelated
to the selection of objects from the other population.

12.10.2 Dependent Samples. If two samples are selected, one from each of two populations
then the two samples are dependent, if for each object selected from one population an object is
chosen from the other population to form a pair of similar objects. These samples are also called
as matched samples. The set of sample pairs is called a paired samples.

The key to recognizing two independent samples is to realize that they are always two
different random samples, whereas the dependent samples always consist of matched, or paired,
observations.

12.11 CONFIDENCE INTERVAL FOR DIFFERENCE
BETWEEN TWO POPULATION MEANS, u, - u,

In many business and management problems, we wish to estimate the difference
between the means of two populations. For instance, we, may want to decide upon the basis of
suitable samples to what extent, if any, a fertilizer is more effective than an existing fertilizer; a
newly introduced product is more reliable than an existing product, or the degree to which a
particular training programme improves worker attitudes or performance.

12.11.1 Independent Samples: Normal populations, known variances, any sample size. If
X, and X, are respectively, the means of independent random samples of sizes n, and n,

taken from two normal populations having means g, and u, and variances o] and o3, then
X, ~ N(u,.0%/n) and X, ~ N(p,,03/n) and that X, is independent of X,.

Since any linear combination of independent normal random variables is also normally
distributed, then X, — X, is a random variable having a normal distribution with mean
i, - i, and variance o3 /n, + &3/ n, . Thus the distribution of random variable
(X, - X,) - (1 — 1y)

of

A

2
o

PR

n, n,

is a standard normal distribution. Then a two-sided 100 ( 1 - o )% confidence interval for
difference between means of the two populations u, — i, is given by
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If ¥, and X, are the means of the two independent observed samples, then a 100(1 - a)%
confidence interval for @, — i, is given by
o . o

AREL S A
ny iy

Bt gl

(X = %)+ 5 42

Example 12.16 Apex's current packing machinery is known to pour ground coffee into
“I-pound cans” with a standard deviation of 0.6 ounce. Apex is considering using a new packing
machine which is said to pour coffee into “1-pound cans” more accurately, with a standard
deviation of 0.3 ounce. Both machines pour ground coffee according to a normal distribution.
Before deciding to invest, Apex wishes to evaluate the performance of the new machine against
that of the old machine. A sample was taken on each machine against that of mean weight of the
contents of the “1-pound cans” yielding the following result.

Sample Size Mean
Using Old Machine: 1 n =25 % =167
| Using New Machine: Il n, = 36 X, =158

Construct a 95% confidence interval for the difference in the average weight of the contents
poured by the old versus the new machine.

Solution. The sizes and means of two samples and the standard deviations of two populations are
n = 25, X = 167, g, = 0.6
n, = 36, X, = 158, o, = 03
Confidence coefficient: 1 — o = 095
l-a=095 = =005 = /2 =0025=1-0f2 =097
Z_gjz = T = 1.960 { From Table 10 (&) |

The two-sided 95% confidence limits for g, — u, are

2
|

2
N e
Ml-m‘l "

ny

(Ea=m)d +

(0.6)° : (0.3)%
25 36

(0.65, 1.15) =% 065 < p,—p, < L15

(167 - 158) ¢ I.QEHJ

12.11.2 Independent Samples: Any populations, variances known/unknown, large samples.
When both sample sizes are large ( say greater than 30 ) the assumptions regarding small samples
can be greatly relaxed. It is no longer necessary to assume that the parent distributions are normal,
because the Central Limit Theorem assures that X, is approximately normally distributed with

mean y, and variance o /n, , and that X, is also approximately normally distributed with
mean 4, and variance o3 /n, . and that X, is independent of X,, then (X, - X.) e
approximately normally distributed with mean g1, — pt, and variance o7 [n, +c%fn,.
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Thus the random variable

o o3
Al S + —
n, n,

has an approximately standard normal distribution. Because n;, and n, are both large, the

approximation remains valid of if @ and o2 are replaced by their sample variances S, and
E‘:f. The assumption of equal variance is not required in inferences derived from large samples.
We can modify the previous result to obtain a confidence interval by substituting the
sample variances .'3',2 for o and fzﬂ for o3 as long as both samples are large enough
(n, > 30, n, > 30 ) for the Central Limit Theorem to be invoked. Hence the distribution of
random variable X, — X, approaches a normal distribution with mean g, — u, and variance
jlzr"": i j?.zx'("z-

Then the distribution of random variable

(X, =X,) = (= i)

a2 32
Sy g
n iy
approaches the standard normal distribution. Then a two-sided 100 ( 1 - o )% approximate
confidence interval for difference between means of the two populations y, - y, is given by

Z =

SR 5 gl
(X, - X,) +z —L 4 ==

I=w2 m [

If ¥, and ¥, are the means and 5] and 5] are the variances of the two independent observed

random samples, then a 100 ( 1 — o )% approximate confidence interval for p, - p, is
given by
2 8
":T]_-Tﬁ}i Si—w2 n—l‘i":;‘-

Example 1217 Rural and urban students are to be compared on the basis of their scores on a
nation wide musical aptitude 1est. Two random samples of sizes 90 and 100 are selected fi v
rural and urban seventh class students. The summary statistics from the 1est scores are

Sample Size Mean Standard deviation
Rural: 1 nm =90 x = 764 5 = 82
Urban: 1l n, = 100 X = 812 =16

Establish a 98% confidence interval for the difference in population mean scores between urban
and rural students.
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Solution. Confidence coefficient: 1 — o = 098
l-a =098 = a=002 = o2=00 = 1-a2 =09
z_l_wz = :‘ﬂ_w = 2.32§ [ Fl'ﬂl'l'l. Table 10 {b] ’

The two-sided 98% approximate confidence interval for Hy, = i, is

it §2
E — .F i r _’ + _2
2 2
(812 - 76.4) + 2326 J_”-f*} , (82)
100 90
(21, 75) - 20 e py—iji % 13

We conclude, with 98% confidence, that the mean of urban scores is at least 2.1 units higher
and can be as much as 7.5 units higher than the mean of rural scores.

12.11.3 Independent Samples: Normal populations, same unknown variance, small samples.
When n; and n, are small and o} and &3 are unknown, the formula for constructing a
confidence interval that we have been discussing cannot be used. However, for independent
samples from two normal populations having the same unknown variance o2, we can develop a
confidence interval for u, — . as follows :

If X, and X, are respectively, the means of two independent random samples taken
from populations which are N(y,. %) and N(u,, 6?), then X, ~ Npy, o%/n ) and
X, ~ Mu,, 0/n)andthat X, isindependent of X, .

Since any linear combination of independent normal random variables is also normally
distributed, then X, — X, is normally distributed with mean

'u-f:—fz = M,y = H4
and variance

. g of 2 1
6y = —+ =g — 4 —
X|—X3 Hl .,

[}

Thus the random variable

{E| _fz} - f-nu] _nuz.}
| 1
o |— + —
J”! ;

has a standard normal distribution. Thus, if E':f and Sﬁf are the two sample variances

( both estimating the variance @2 common to both populations ), the pooled (weighted arithmetic
mean ) estimator of o, denoted by §7, is

L=

i
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g2 = “!I.-”jlt + {HE—I}SA;E = E-":}:,'|_"‘f1}3 +El:xpg_x-1}1
¥ no+n;—2 o+ ny =2

(ZX2-nmX2)+ (ZX3 -n, X3)

nt+n3-2

Then the random variable
r o Ki=X) - G - iy)
g )
Py m n,
has a t-distribution with v = n, + ny — 2 degrees of freedom. Then a two-sided

100 (1 - o )% confidence interval for difference between means of the two populations
K, — M, is given by

_— 1
[x1—x=}:|: !\?:l—qu SF ';_ +
1

3 |-

If ¥, and X, are the means of the two observed random samples and s, is the pooled estimate

of the common standard deviation of the two normal populations, thena 100 (1 - @ )%
confidence interval for g, — p, is given by

1 I
(%, - X)) £ 1, o= +—
1 2} vil-a/2 “p n n,
It should be moted that this is used under the conditions when the sample sizes are small
(ie, m < 30 and n, < 30). When both n, and n, are greater than 30, it is legitimate

to use
e 5
Xl pdip 4 —
(X, - X, ) 23 402 X =

Las
(Sefsrd

LB

as a good approximation.

Example 1218 Suppose you want lo estimate the difference in annual operation cosis for
automobiles with rotary engines and those with standard engines. You find 8 owners of cars
with rotary engines and 12 owners with standard engines, who have purchased their cars within
the last two years and are willing to participate in the experiment. Each of the 20 owners k..
accurate records of the amount speni on operating his or her car ( including gasoline, oil,
repairs, etc. ) for a 12 month period. All costs are recorded on a per 1000 mile basis to adjust
for differences in mileage driven during the 12 month period. The results are summarized below:

[ Sample Size Mean Standard deviation
Rotary: 1 n =38 ¥ = 5696 5, = 485

Standard: 11 n, =12 I, 52.73 fz = (.35
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Estimate the true difference (i, — |;) between the mean operating cost per 1000 miles of
cars with rotary and standard engines. Use a 90% confidence level.

Solution. The pooled estimate of population common standard deviation is
e \{ (n, - 1)52 + (n, —1)§3

n1+n2-2

= 5.813

(8 —1)(485)% + (12 -1)(635)%
8+12-2

Confidence coefficient: 1 — oo = 0.90

l-g =090 = a=010 = o2 =005 = 1-02 =095
Degrees of freedom: v=mn+n-2=8+12-2=18

fyi-wz = hgios = 1734 (From Table 12)

The two-sided 90% confidence interval for g, — U, is

SrTr 1 1
le—xl}ir_._,_,_m,z .!'P —n—+"_2.
(5696 — 52.73) + 1.734(5813) %_+ 1‘_2

{(-0.37, 8.83) = -037 < u, - p, < 883

Example 1219 Given two random samples from two independent normal populations, with

—Samplr. Size Mean Sum of squares
| =l FH= B T % )P=T021
] n, =14 X =60 Y(x,-X) =36517

Find a 99% confidence interval for (jt, — U, ). Assume that population variances are equal.

Solution. The pooled estimate of population common standard deviation is

T(xy - %) + L(xp - %) 372.1 + 365.17
= = e = Bl
L no+n —2 11 + 14 - 2

Confidence coefficient: 1 - o0 = 099
l-u:ﬂ.??::-u:ﬂ.[}l==uf2=ﬂ.[}[l5=:-l—uf2=ﬁ.995
Degrees of freedom : vem+n-2=11+ 14-2 = 23

-z = I33. 0005 = 2.807 { From Table 12 )
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The two-sided 99% confidence interval for ([, = u,) is

l 1
s, | — +—
G

(F = %) 4,4 5,
st

(75 - 60) + 2.807(566) | —— +
It 18

(86, 214) = 86 < u, -pu, < 214

Example 12.20 A course in mathematics is taught to 10 students by the conventional class
room method. A second group of 12 students was given the same course by means of
programmed materials. At the end of the semester, the same examination was given to each
group. Their scores are given below:

Group 1 |70 66 76 77 73 72 68 74 75 69

Group 11 | 77 83 92 85 82 84 80 8 91 93 80 87
Compute a 90% confidence interval for the difference between the average scores of the two
populations. Assume the populations to be approximately normal with equal variance

Solution. The sample means and pooled estimate of population common standard deviation are

|7 6 76 T1 73 72 68 74 15 69 Ix, =720
X | 77 8 92 8 82 B8 8 8 91 93 8 87 |XZx,=.1020
xi [4000 4356 5776 5920 5320 5184 4624 5476 5625 4761 T x!. =' 51960
x7 | 5929 6889 8464 7225 6724 7056 6400 7396 8281 8649 6400 7569 |T xi = #6982

£l g TR g

n 10

B S o TR0 g

(- Hy 12

o = [(ZXN -mF) + (Exf—ny 33)

e o, —12

= 448
10 +12 =12

Confidence coefficient: 1 — ¢ = 0.90

l-a =09 = o=010 = a2=005 = 1-a2 =095
Degrees of freedom : vV=am+n-2=10+12-2 =20

fvil-a/2 = la.p9s = 1725  (From Table 12)

P J (51960 — 10(72) + (86982 — 12(85)?)

The two-sided 90% confidence interval for g, — u, is

= 1 1
(L -X)) b, g8, J—+—
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i 1
< 1.725 ( 4.48 '_ —
(85 = 72) £ 1725 (448) ==+ —

13 + 331 = 069 <, -p < 1631

Exercise 124

1. (a) A test in statistics was given to 50 girls and 75 boys. The girls made an average grade
of 76 with a standard deviation of 6, while the boys made an average grade of 82 with
a standard deviation of 8. Finda 96% confidence interval for the difference u,— i, ,
where i1, is the mean score of all boys and 1, is the mean score of all girls who might
take this test.
(342 < p, — p, < 838)

(b) A manufacturing company consists of two departments producing identical products, It
is suspected that the hourly outputs in the two departments are different. Two random
samples of production hours are respectively selected and the following data are

obtained:
Department | Department 2
Sample size: 64 49
Sample mean: 100 90

The variances of the hourly outputs for the two departments are known to be g = 236

and 03 = 196 respectively. What is the point estimate for the true difference between

the mean outputs of the two departments 7 Find the 95 percent confidence limits for the
true difference.

(%, - %, = 10; 4456 < u, — p, < 15544)

2. (@) Two independent samples of 100 mechanists and 100 carpenters are taken to estimate
the difference between the weekly wages of the two categories of workers. The relevant

data are given below:
Sample mean wages  Population variance
Mechanists: 345 196
Carpenters: 340 204 -

Determine the 95% and the 99% confidence limits for the true difference between the
average wages for machinists and carpenters.
(108 < u, —j, < 892;-0152 < p, — y, < 10.152)

(b) General Incorporated Mill's packing machinery is known to pour dry cereal into
economy-size boxes with a standard deviation of 0.6 ounce, Twn samples taken on two
machines yields the following information:

Machine 1 Machine 11 i

n|=15 ny, =21

x; = 18.7 ounces X = 21.9 ounces
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Assuming machine 1 packages a content that is N (u,, 036 ) and machine [I
packages a content that is N ( 4, , 0.36 ), construct a 95% confidence interval estimate
of p, = .

(28 < y,—u; < 36)

3. (@) A sample of 150 brand A light bulbs showed a mean lifetime of 1400 hours with a
standard deviation of 120 hours. A sample of 200 brand B light bulbs showed a mean
lifetime of 1200 hours with a standard deviation of 80 hours. Find 95% and 99%
confidence limits for the difference between the mean lifetime of the populations of
brands A and B.

(177.825 < M, — p, < 222.175; 170.856 < u, — p, < 229.144)

(#) Let two independent random samples, each of size 100, from independent normal
distributions N (u,, 62) and N(p,.o}) yield X, = 48, §] = 864, X, = 5.6,
i7 = 7.Finda 95% confidence interval for (g, - 4,).
(0025 < p, — u, < 1575)

4. (@) In order to ascertain the age distribution of operatives in a certain industry, random
samples of 1720 males and 1230 females are drawn. The sample means and standard
deviations were 33.93 years and 14.20 years for the males and 27.44 years and 10.79
years for the females, Calculate the 95 percent confidence interval for

(i)  the mean age of all male operatives,
{(if} the mean age of all female operatives,
(iif) the difference between their mean ages.
(33.259 <, < 34.601; 26.837 <p,<28.043; 5588 <y, — p,< 7.392)
(b) The means and variances of the weekly incomes in rupees of the workers employed in
the different factories, from the samples are given below:
Sample Size Mean Variance
Factory A 160 12.80 64
Factory B 220 11.25 49
()  What is the maximum likelihood estimate of th_e difference in mean incomes?
(i) Compute the 95 percent confidence interval estimate for the real differences in
the incomes of the workers from the two factories.
[ (D) 155, (i) 0.003 < p, -y, < 3.097}

5, (@) Let two independent random samples, each of size 100, from two independent normal
distributions N(g,, o) and N(p,.03) yieldx = 48, 52 = 864, 7 = 56,
§7 = 7.88.Finda 95% confidence interval for (g, - ;).

(-16 < pj, -, <0}
(b) Given that
o= 15 no=9, x, -5 ) = 1482

%, = 60, n, = 16, x, - %) = 1830
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and assuming that the two samples were randomly selected from two normal populations
in which 6] = o} (but unknown), calculate an 80% confidence interval for the

difference between the two population means.
(84 < py—p, < 21.6)

6.(a) Two random samples of size n, = 9 and n, = 16 from two independent population
having normal distributions provide the means and standard deviations; ¥, = 64,
%, =59, § =6 and §, = 5.Find a 95% confidence interval for 4, — p, assuming
o, = 0,.
(037 < u, - p, <963)

(b) A course in mathematics is taught to 12 students by the conventional class- room
method. A second group of 10 students was given the same course by means of
programmed materials. At the end of the course, the same examination was given to each
group. The 12 students meeting in the class room made an average grade of 85 with a
standard deviation of 4, while the 10 students using programmed materials made an
average of 81 with a standard deviation of 5. Finda 90% confidence interval for the
difference between the population means, assuming the populations to be approximately
normally distributed with equal vanance.

(0693 < p, — p, < 7.307)

4

12.12 CONFIDENCE INTERVAL FOR DIFFERENCE
BETWEEN TWO POPULATION PROPORTIONS, n; — 7,

We now turn to statistical inferences concerning a comparison between the rates of
incidence of a characteristic into populations. Comparing infant mortality in two groups, the
unemployment rates in rural and urban populations, and the proportion of defective items
produced by two competing manufacturing processes are the examples of this type. The unknown
proportion of elements possessing the particular characteristic in population 1 and in population
Il are denoted by m, and 7, respectively. Our aim is to construct confidence intervals for the

parameter T, — T, .

A random sample of size n, is taken from population I and the number of successes is denoted
by X,.An independent random sample of size n, is taken from population 11 and the number
of successes is denoted by X, . The sample proportions of successes are

X, X,

P = —, Bo=
1 !'I] F nz

An intuitively appealing estimator for 7, — 7, is the difference between the sample proportions
P, — P,. When constructing the confidence intervals for #; — m,, we will use the sampling
distribution of F, — F,.
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When both sample sizes n, and n, are large, the Central Limit Theorem assures that F| is
approximately normal with mean n, and variance m (1 - x; )/ n, and that P, is approximately
normal with mean %, and variance ®,(1 — %, )/ n, and that A is independcat of P,

Since any linear combination of independent normal random wariables is also normally
distributed then for large sample sizes n, and n,, the sampling distribution of the random

variable P, - P, is approximately normal with mean
i P~ P = -,

and standard deviation

L leu-u,j , Fa-m)

Cp_
Fi—8 n, n,

The first result shows that F; — F, is an unbiased estimator of ®; — m,. For large sample sizes
n, and n,, the random variable

(A-F)-(m-my)

ni{l-x K. (1—-mn,
J:{ ), H-m)

n, ",

7 =

is approximately standard normal. The estimate of the standard error of F, — P, can be obtained
by replacing m, and m, by their sample estimates P, and P, as

&in z\’P]{l—P]} , RU-B)
n L]

The random variable Z then becomes
(A-F)-(x -=,)

R(-R) _PR(-F)

"’l n,

Therefore, in the case of two large, independent random samples a 100( 1 - o )% confidence
interval for m; — m, can be readily constructed from this approximation.

Then a two-sided 100 (1 — o )% confidence interval for &, - &, is given by

F(1-F) 5 P(1-F)
m L

(R-F)=x zl—u.-'!J

If p, and p, are the proportions in the two large, independent observed random samples, then a
100(1 - o )% interval for ®, — ®, is given by

P|“ ot F|} i F"_r“ = F;’}
" ny

(py=py) Z]-q.fz‘(
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Example 1221 An antibiotic for pneumonia was injected into 100 patients with kidney
malfunctions (called uremic patients ) and into 80 patients with no kidney malfunctions (called
normal patients). Some allergic reaction developed in 40 of the uremic patients and in 16 of the

normal patients. Construct a 95% confidence interval for the difference between the population
proportions.

Solution. The sizes, number of successes and proportions of successes in the two samples are

n,.= 100, x, = 40, = — = —— = 04
1 1 L4} n, 100
x 16
n, = 80, x, = 16, =3 =it = (2
2 2 P n, 20
Confidence coefficient: 1 - o = (.95
l-a =095 = a=1005 = o2 =002 = |-a2 =095
Yoz = Zpgrs = 1.960 { From Table 10 (b) )

The two-sided 95% confidence interval for difference in the population proportions T, — W, is

(1-py) pa(l=p.)
(p—py) £ zl_wzJPl 2y R [
m, .

0.4(1-04) 0.2(1-0.2)
+
100 8O

(0.07, 0.33) = 007 < m;-m, < 033

HJ4—U2} 2k IBEDJ

Exercise 12.5

L (a)

(B)

2, (a)

In a poll of college students in a large state university, 300 out of 400 students living
in dormitories approved a certain course of action, whereas 200 out of 300 students not
living in dormitories approved it. Estimate the difference in the proportions favouring
the course of action and compute 90% confidence interval for it.

(p-p, = 008; 0023 = &, - xn, < 0.137)

In a random sample of 400 adults and 600 teenagers who watched a certain television
programme. 100 adults and 300 teenagers indicated that they liked it. Construct 95%
and 99% confidence limits for the difference in proportions of all adults and all
teenagers who watched the programme and liked it.

(019 < ®x, - m, < 0.31; 017 = n; - x; < 033)

A poll is taken among the residents of a city and the surrounding country to
determine the feasibility of a proposal to construct a civic centre. If 2400 of 5000 city -
residents favour the proposal and 1200 of 2000 country residents favour it, find a
95% confidence interval for the true difference in the proportions favouring the proposal



108 A Text Book of Statistics — Pav: 11
to construct the civic centre.
(0095 < my -1 < 0.1455 )

(b) The population of interest are the voting preferences of all registered voters in the Punjab
and the Sind. Two independent random samples were taken from these populations and
the values n, = n, = 1000, p, = 0.54 and p, = 0.47. Finda 95% confidence
interval for m, — 7, .

(0026 < & — =, < 0.114)

3. (@) A market survey organization carried out a product taste study with consumers in two
regions. In one region, a random sample of n;, = 400 consumers was selected while in
the other region an independent random sample of n, = 300 consumers was selected.
Each person was asked to indicate which of two servings of product had a better taste.
Unknown to the subject, one serving was a new high protein breakfast cereal and the
other was an existing cereal. In the first region, proportion p; = 0.35 of the sample

- persons preferred the new cereal and in the second region the proportion was
p, = 0.65. Constructa 90% confidence interval for 7, — ;.
(0039 < n, -, <0.161)

(b) Independent random samples are selected from two populations with fractions of
success 7, and . Construct a 95% confidence interval for @, — ®, for each of the
following cases.

( my = 100 b= 072 n, = 100 P, = 061
(i) n, = 130 py= 016 n, = 210 p, = 025
(() -002 to 024 (i) —0.176 to —0.004 (iii) -0.12 to 022}
Exercise 12.6
Objective Questions
1. Fill in the blanks.
(i)  Statistical ——— is the conclusion made about the unknown ]
value of population parameter by using the sample observations. (inference)
(i) The statistical ———— is a procedure of making judgment i
about the unknown value of population parameters by using the (estimation)
sample observations.
(i) The object of ———— estimation is to obtain a single number
from the sample that is intended for estimating the unknown ;
true value of a population parameter. (point)
(iv) A point estimator is 8 ——— variable whereas an estimate is
a constant. (random)
(v)  An estimator is ——— if its expected value 15 equal to the

population parameter to be estimated. (unbiased)
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(vi) ¥ T isabiased estimator, then ——— is the difference of its
expected value from the parameter 6 to be estimated. (bias)
(vii) The sample mean X is an ——— estimator of population
mean p. (unbiased)
(viiiy The sample proportion P is an ——— estimator of
population proportion . (unbiased)
(i) The sample variance §? = X(X - X)*/(n-1) is an
estimator of population variance o7, (uinbiased)
(x) ———— estimation is a procedure of constructing an interval
from a random sample, such that prior to sampling, it has a high
specified probability of including the unknown true value of a
population parameter. (Interval)
2. Fill in the blanks.
(i) The width of a confidence interval is ———— if the level of
confidence ( 1 — o) is decreased. (decpeased)
(i)  The width of a confidence interval is ————— related to
confidence coefficient, : (directly)
(iif)  The precision of confidence interval is increased by
the level of confidence. (decreasing)
(iv) The width of a confidence interval ——— if the sample
size is increased. (decreases)
(v} The confidence coefficient is also called ——— of
confidence. {level)
() 1 - @ is the —— that the interval estimator includes
the unknown true value of the population parameter. (probability)
(vii) A sample consisting of 30 or less observations is known as
a——— sample. (small)
(viif) A sample consisting of more than 30 observations is known
as a ——— sample. (large)
3. Mark off the following statements as wrue or false
(7  The types of statistical inferences are estimation of
parameters and testing of hypotheses. (true)l
(i The types of statistical estimation of parameters are point
estimation and interval estimation. (true)
(iii) A point estimator is a sample statistic that is used to estimate
the unknown true value of a population parameter. (rrue)
(iv) A point estimate is a specific value of an estimator computed
from the sample data after the sample has been observed. (true)
(v)  An estimate obtained from the sample observations is always
a point estimate. (false)
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(vi)  Point estimators may be more useful than interval estimators
because probability statements are attached to point
estimates. {false)
(vif)  The point estimation provides two values with a probability
statement for estimating the unknown true value of a
population parameter. (false)
(viii) A confidence interval is a type of statistical inference. (true)
(ix) A point estimate provides information about the precision of
the estimate. (false)
4. Mark off the following statements as true or false
(i) ~ We cannot control the precision of an interval estimate by the
choice of sample size or level of confidence. (false)
(if) The width of a confidence interval increases if the
confidence coefficient is decreased. (false)
(fif) The width of a confidence interval decreases if the
confidence coefficient is decreased. (true)
(iv)  The width of a confidence interval can be decreased by
decreasing the confidence coefficient. {rrue)
(v)  The precision of an interval estimate can be increased by
decreasing the sample size. (false)
{vi)  The precision of an interval estimate can be increased either
by increasing the sample size or by decreasing the confidence
coefficient. (frue)
(vii} o is the probability that the interval estimator includes the
: unknown true value of the population parameter. (false)
(viif) The statistic T can be vsed in making confidence interval
for g when population is non-normal. (false)



1 3 % HYPOTHESIS
TESTING

13.1  THE ELEMENTS OF A TEST OF HYPOTHESIS

We are often concerned with testing or drawing a conclusion about the population
parameter @ based on a simple random sample data. In this chapter we present formal structures
for making inferences about population parameters such as p, w, o*, erc., we will begin by
introducing a test of hypothesis,

13.1.1 Statistical Hypothesis. A statistical hypothesis is an assertion or conjecture about the
distribution of one or more random variables. It is an assertion about the nature of a population.
This assertion may or may not be true. Its validity is tested on the basis of an observed random
sample. Hypotheses are usually phrased quantitatively in terms of population parameters. The
following are some examples of hypotheses.

(i) uo= 25 { A population mean equals 25 )

(i W < 40 ( A population mean is less than 40 )

() p = 20 { A population mean is greater than or ¢qual to 20 )
(iv) n =04 { A population proportion equals 0.4 )

13.1.2 Hypothesis Testing. The statistical hypothesis testing is a procedure to determine
whether or not an assumption about some parameter of a population is supported by the
information obtained from the observed random sample.

13.1.3 Specification of the Form of Population Distribution. The experimenter, or
researcher, must make an assumption about the nature of the underlying distribution of the
population. Is the random variable normal or binomial. Or does it follow any other form of the
distribution. It is, therefore, necessary to identify the theoretical probability distribution of the
random variable under consideration because the decision about the hypothesis is made on the
basis of probability of occurrence,

We will find that there are certain elements common to all tests of hypotheses. These
elements are introduced and discussed below:

13.1.4 Null Hypothesis. A null hypothesis, denoted by Hy, is that hypothesis which is tested for
possible rejection (or nullification) under the assumption that it is true.

A null hypothesis is always a statement of either { 1 ) “no effect” or ( 2 ) “the status
quo™, such as the given coin is unbiased, or a drug is ineffective in curing a particular disease, or
there is no difference between the two production methods, or the production line requires no
preventive maintenance, etc. The experiment is conducted to see if this hypothesis is
unreasonable.

111
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13.1.5 Establishment of the Null Hypothesis. Let 8 represent the true but unknown valoe of
the population parameter and 6, a value on the number line, the hypothesis to be tested will take

on one of the following three forms.

(i) 6 =8, thatis, the true value of the population parameter is equal to some specified
value ;.

(i) @ =8, thatis, the true value of the population parameter is equal to or greater than
some specified value 8.

(iiiy 8@ <8,, thatis, the true value of the population parameter is equal to or less than
some specified value €.

13.1.6 Alternative Hypothesis. An alternative hypothesis, denoted by H,, is that b sis
which we are willing to accept when the null hypothesis is rejected.

An alternative hypothesis gives the opposing conjecture to that given in the null
hypothesis. The altemative hypothesis is often called the research hypothesis, because this
hypothesis expresses the theory that the experimenter, or researcher, believes to be true. The
experiment is conducted to see if the alternative hypothesis is supported

13.1.7 Formulation of Null and Alternative Hypothesis. The alternative ( or research )
hypothesis is a statement about the value of a population parameter that an investigator attempts
to support with observed random sample. The statistical hypothesis testing makes use of the null
hypothesis that refers to the same population parameter but denies the alternative hypothesis.
Thus the basic strategy in statistical hypothesis testing is to attempt to support the research
hypothesis by contradicting the null hypothesis. Therefore, when choosing the null and alternative
hypotheses, take the following steps:

(i)  The experiment is conducted to see if there is support for some hypothesis. This will be
the alternative hypothesis, expressed as an inequality in the form *less than" or “greeter
than™ or “not equal to”.

Example: H: 8 < 40

(i) State the null hypothesis with an equality sign as a complement of the altemative
hypothesis,
Example: Hy: 8 = 40

The following table presents the three types of altemative hypotheses that constitute the
counterparts to the three types of null hypotheses.

Null hypothesis Hy - Aliernative hypothesis H,
1. 6 26, 8 <8,
2. 6 <8, 6 >8,
3, 8 =6, 0 =06, (i.e.8<8gor 8 >6;)

Example 13.1  Fornu 'ie me null and the alternative hypotheses used in rest of hypothesis for
each of the following:
(i)Y  The me~n lifetime of eicctric light bulbs newly manufactured by a company has not
changed from the previous mean lifetime of 1200 hours.
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(if)  An automobile is driven on the average no more than 16000 kilometers per vear.
(iif) At least 10% of the people of Pakistan pay income tax.

(iv)  The proportion of the households that do not own a colour television set is more than
0.40 in a locality.

(v)  The average yield of corn of variety A exceeds the average vield of variety B by at
least 200 kilogram per acre,

Solution. The null hypothesis H,, and the altemative hypothesis H, for each of the given
situations are:

(1) Hy: @ = 1200 hours against H: p # 1200 hours

(i) Hy: g = 16000 kilometers against H: g > 16000 kilometers
@) Hy:®m 2 010 T against He:m < 010

(iv) Hy:m < 040 against H:m > 040

v} Hy: - iy 2 200kg against Hp: p -y < 200kg

13.1.8 Simple Hypothesis. A statistical hypothesis is said to be a simple hypothesis if it
completely specifies the underlying population distribution, namely

(i)  The functional form of the distribution, and
(if)  The specific values of all of its parameters.

That is, if it specifies the particular member of the particular family of probability
distributions, e. g., a random variable has a normal distribution with mean g = 30 and standard
deviation 0 = 4; or a random variable has a binomial distribution with n = 6 and 1 = 0.4.

13.1.9 Composite Hypothesis. A statistical hypothesis is said to be a composite hypothesis if
it does not completely specify the underlying population distribution, e. g., a random variable has
a normal distribution with mean ¢ = 40 or a random variable has a normal distribution with
mean { = 50 and standard deviation @ = 4; or random variable has a distribution with mean
# = 40 and standard deviation ¢ = 5; or a random variable has a binomial distribution with
x =04

13.1.10 Test Statistic. The rest sraristic is a sample statistic which provides a basis for deciding
whether or not the null hypothesis should be rejected. The most commonly used test statistics are
Z Tyt o F

13.1.11 Rejection Region. A rejection region specifies a set of values of the test statistic for
which the null hypothesis is rejected (and for which the alternative hypothesis is accepted). It is
also called as the critical region.

13.1.12 Nonrejection Region. A nonrejection region specifies a set of values of the test
statistic for which the null hypothesis is not rejected. It is also called as the noncritical region.

13.1.13 Critical Values. The values of the test statistic which separate the rejection and
nonrejection regions for the test are called critical values.
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13.1.14 Two-tailed Test. If the
critical region is located equally in both
tails of the sampling distribution of test
statistic, the test is called a rwo-tailed or
mwo-sided rest. In such tests, the analyst
is concerned with detecting values of
the test statistic that are either too large
or too small to be consistent with the
hypothesis being tested.

Rejection
Region

Rejection
Region

by Y

|
-
=

1
i 0 ey 2

Fig: 13.1 Reject Hy if Z< 2, or Z> 2, _ 15

With a two-tailed test, acceptance of null hypothesis means acceptance of a unique value

for the population parameter.

13.1.15 Omne-tailed Test. If the critical region is located in only one tail of the sampling
distribution of test statistic, the test is called a one-railed or ene-sided rest.

13.1.16 Left-tailed Test, If the
critical region is located in only the left
tail of the sampling distribution of test
-stanistic, the test is called a lefi-tailed
test. In such tests, the analyst is
concerned with detecting values of the
test statistic that are too small to be
consistent with the hypothesis being
tested.

Rejection
Region

Acceptance
Region

T
=
R 4

Fig: 13.2 Reject H, if Z < 1,

With a one-tailed test, acceptance of null hypothesis means accepting that the population

parameter is one of many acceptable values,

13.1.17 Right-Tailed Test. [If the
critical region is located in only the
right tail of the sampling distribution of
test statistic, the test is called a right-
railed test. In such tests the analyst is
concerned with detecting the values of
the test statistic that are too large to be
consistent with the hypothesis being
tested.

Acceptance
Region

Rejection
Region

0 S1-a
Fig: 133 Reject H, if Z > z)_,,

R

13.1.18 Deciding upon an Appropriate Test. MNow the question arises, that how we should
decide upon an appropriate test. While deciding upon an appropriate test the following hints are

helpful:

(i) If we are looking for a definite decrease, i e., if H, isgivenby 8 < 6, we use a one-

sided left tail test.

(i)  If we are looking for a definite increase, i. ., if H, isgivenby @ > 6 we use a one-

sided right tail test.
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(#if)  If we are looking for any change, i. e., if H, is givenby 6 # 8, we use a two-sided
test,

The preceding discussion describing the nature of the one-tailed and two-tailed tests is
summarized in the following table:

Table : Desc:ribing the nature of test.

Null Alternative

of ; Hny :
hypothesis _ hypothesis Type of test Location of rejection region

0 z8, 8 <6, Left-tailed The rejection region is located in the left tail of the
sampling distribution under H;.

6 <8, @ >8, Right-tailed The critical region is located in the right tail of the
sampling distribution under H,.

8=, @ #6, Two-tailed The rejection region is located equally in both tails
of the sampling distribution under H,.

Remarks : The names of the three types of a test are associated with alternative hypothesis H,.

The choice of a one-sided left tail test, one-sided right tail test or a two-sided test
depends upon the type of alternative hypothesis,

13.1.19 Errors of Inference. Sample evidence is used to test the null hypothesis H,,. If the
sample evidence convinces us that H, has only a small chance of being true ( a large chance of
being false ), we say H, is unreasonable and reject it. If the sample evidence does not convince

us that H, is unreasonable, we do not reject H,. Therefore, there are two alternative
conclusions.

(i)  Reject the null hypothesis on the basis of sample evidence.,
(i) Accept the null hypothesis on the basis of sample evidence,
There are two possible states of nature of the null hypothesis,
(i)  The null hypothesis is true.
(i{)  The null hypothesis is false.
Thus, in hypothesis testing one and only one of the following four possible outcomes will occur.
(i) If the null hypothesis is true, we may reject it leading to a wrong decision.
(i)  If the null hypothesis is true, we may accept or not reject it leading to a correct decisian,
(#if)  If the null hypothesis is false, we may accept it leading to a wrong decision.
(iv)  If the null hypothesis is false, we may reject it leading to a correct decision.
Type-1 Error. A Type-I error is made by rejecting H, if H, is actually true.
Type-II Error. A Type-II error is made by accepting H, if H, is actually true,

These four possible outcomes can be displayed in four cells of a table as follows:
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Table : Hypothesis and conclusion reached from sample

State of nature of hypotheses
Sample indicates conclusion ~ H, istrue H, is true
Reject H, Type-1 emor Correct decision
Do not reject ( or accept ) H, Correct decision Type-Il emor

The probabilities of the four possible outcomes are commonly designated as
P(Rejecting H, |H, istrue) = P( Type-lerror)

e
I

I — @ = P(Accepting H,|H, is true )

=
[}

P( Accepting Hy|H, istrue) = P(Type-Il error)

1 - B = P(Rejecting Hy|H, is true)
We can represent these conditional probabilities as;
Table : Conditional probabilities

State of nature of hypotheses
Sample indicates conclusion H, is true H, is true
Reject H,, o Lol
Do not reject ( or accept ) H,; 1 - o B

13.1.20 Level of Significance, The level of significance of a test is the maximum probability
with which we are willing to a risk of Type-1 error. It is the probability of obtaining a value of
the test statistic inside the critical region given that H is true, i. e, it is the probability of

rejecting a true null hypothesis. It is denoted by .
P( Rejecting HuIHu istrue) = P{Typel emmor} = o

The level of significance is also called as the size of the critical region or the size of the
test. Tt is a small pre-assigned value, say, 0.05 or 0.01, which is generally specified before any
samples are drawn, so that the results obtained will not influence our choice.

13.1.21 Level of Confidence. The level of confidence is the probability of accepting a true
null hypothesis. Itis denoted by 1 - ou
P( Accepting Hn|Hn istrue) = 1 -«

Example 13.2 The prosecuting attorney in a trial attempts to show that the defendant is guilty.
The trial can be thought of a test of hypothesis, since a decision is to be made as to whether the
defendant is guilty or innocent.

(@)  State the null and alternative hypothesis of interest to the prosecuting attorney.

(b)  Define the Type-1 error and Type-1l error for this situation.
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Solution. Since the prosecuting attorney wants to show that the defendant is guilty, this specifies
the alternative hypothesis and the hypotheses are

H,: Defendant is innocent H,: Deferdant is guilty
Type-1 error would occur if the defendant were found guilty if, infect, the defendant is innocent.

Type-1I error would occur if the defendant were found innocent if, infect, the defendant is guilty.

13.1.22 Statistical Decision Rule. A statistical decision rule specifies, for each possible sample
outcome, whether the null hypothesis should be rejected or not. It is also called as a decision
SJuncrion or a decision criterion.

13.1.23 Conclusion. A test of hypothesis leads to one of two conclusions.
(i)  If the observed value of the test statistic falls in the rejection region, the null hypothesis
H,, is rejected in favour of alternative hypothesis H,.

(i)  If the observed value of the test statistic does not fall in the rejection region the null
hypothesis is neither accepted nor rejected. It is, then, stated that there is insufficient
evidence to make a decision.

13.1.24 Test of significance. The test of significance describes a process of testing a hypothesis
to gain a general impression about the parameter. No decision is imminent or even implied. In
this case, a level of significance is not present. Instead we investigate the values of ¢ that would
lead to rejection of H, as opposed to the o values leading to acceptance of H,. The test of

significance differs with hypothesis testing that refers to the act of actually testing a hypothesis at
a selected level of significance to make a decision based on that conclusion.

13.1.25 Steps to Follow when Testing a Hypothesis. Since we will be conducting many tests
of hypothesis, it is useful to follow a set procedure. In the remainder of this tﬂxt. we will always
follow the same format. The steps we will follow are given below:

Before any sample observations are considered: .

I.  Identify the population of interest and state the conditions required for the validity of the
test procedure being used.

2.  Formulate and state the null hypothesis H; and the alternative hypothesis H,.

3.  Decide and specify the level of significance, o,

Select the appropriate test statistic and its sampling distribution if H is assumed to he
true.

5. Give the critical value (or values) of test statistic for desired value of o,

6.  Establish the rejection (critical) region.

7.  State the decision rule: Reject H, if the value of the test statistic from the observed
sample falls in the rejection region, otherwise do not reject ( or accept ) Hj;.
Now consider the sample values:

8.  Calculate the value of the test statistic from the observe sample.

9. In the light of your decision rule, draw the conclusion as to whether to reject or accept
H,, and then state the decision in managerial terms.
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Exercise 13.1

L. (@) Define the following co ncepts in your own words as fully as you can:

(i) Hypothesis testing (if)  Statistical hypothesis
(iif)  Null hypot! 1esis {iv) Test statistic
(v)  Level of ¢ ignificance (wi) Critical region

(b)  Explain with exa mples the difference between:
(i)  Estimztion and hypothesis testing
(i) Null "hypothesis and alternative hypothesis
(@) Simiple hypothesis and composite hypothesis
(iv)  Acieptance region and rejection region
(v} Type-1 errorand Type-II error
(vi)  One-tailed test and two-tailed test

(€) Whyat is, the difference between a one-sided and a two-sided test? When should each be
usrad?

2. (@) Fixplain what is meant by:
() Statistical hypothesis (if)  Test-statistic
(iify  Significance level (fv) Test of significance
'th)  Distinguish between the following concepts:
(i)  Statistical estimation and hypothesis testing
(fi)  Rejection and non-rejection regions
(i) Atestat o level of significance and a1 | — & confidence level
3. (@) Explain how the null hypothesis and the alternative hypothesis are formulated.
()  State the null and alternative hypotheses to be used in testing the following claims:
(i) ~ The mean rainfall at Lake Placid during the month of June is 2.8 inches.

(if)  No more than 20% of the faculty at Highland University contributed to the
annual giving fund,

(iif) The proportion of voters favouring Senator Foghom in up coming election
15 0.58.

{iv) On the average children attend school within 3.8 miles of their homes in
suburban San Francisco.

{ () Hy: u = 2.8 inches against H): u # 2.8 inches; (if) Hy,: m < 020 against
Hi:m = 0.20; (i) H,: & = (.58 against Hi:m = 058 (iv) Hy: p < 3.8 miles
against H,: g > 3.8 miles.}

4. (@) Indicate Type-l and Type-II errors in the following statements:
() Aninnocent driver may be held by a traffic constable.
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(if) A judge can acquit a guilty person.
(iif) A deserving player may not be selected in the team.
{iv) A bad student may be passed by the examiner.

[ (i) Type-1, (i) Type-Il. (iir) Type-I, (iv) Type-Il.}

() For each of the following situations, indicate the Type-1 and Type-II errors and the
correct decisions.

(i)  Hy: New system is no better than the old one.

Adopt new system when new one is better.
Retain old system when new one is betier,
Retain old system when new one is not better.
Adopt new system when new one is not better
(i)  H,: New product is satisfactory.

Market new product when unsatisfactory.
Do not market new product when unsatisfactory.
Do not market new product when satisfactory.
Market new product when satisfactory.

{ (i) Correct, Type-ll, Correct, Type-I; (if) Type-lI, Correct, Type-1, Correct }

(c) Suppose that a psychological testing service is asked to check whether an executive is
emotionally fit to assume the presidency of a large company, What type of error is
committed if the hypothesis that he is fit for the job is erroneously accepted? What type
of error is committed if the hypothesis that he is fit for the job is erroneously rejected ?
( Type-ll error; Type-Ierror )

5. (@) The director of an advertising agency is concerned with the effectiveness of a certain
kind of television commercial.

() What hypothesis is he testing, if he is committing a Type-I error when he says
erroneously that the commercial is effective.

(i) ~ What hypothesis is he testing, if he is committing a Type-II error when he says
erroneously that the commercial is effective.
[ (i) Commercial is not effective; (i/) Commercial is effective }

(b)  Outline the fundamental procedure followed in testing a null hypothesis.

¢
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13.2 TEST OF HYPOTHESIS ABOUT
A POPULATION MEAN, u

13.2.1 Forms of Hypothesis. Let u, be the hypothesized value of a population mean. The

three possible null hypotheses about a population mean, and their corresponding alternative
hypotheses, are:

1. Hgip =g, against H:u < u,
2 Hy: = gy against H:p = i,
3. Hy:p =y, against H:p # p,

In each case, the test will be made by obtaining a simple random sample of size n and computing
the sample mean X. Then X will be used in computing a test statistic. Depending upon the
calculated value of the test statistic, H; will be accepted or rejected.

13.2.2 Normal Population, ¢* known. We know that for a normal population having a mean
Mo and a known variance ¢ the sampling distribution of X is normal with mean g, and a
standard error of o; = t:r‘.n"' .Ulr; . Then the statistic

X-py _ X-p
Ox o/\n

has the standard normal distribution. Consequently, the statistic Z is the test statistic for testing a
hypothesis about the mean of a normal population whose variance o? is known.

7w

13.23 Normal Population, o unknown. If the variance of the population o2 is unknown,
then we estimate ¢* by the sample variance § * and we estimate the standard error of X by S5,

where § i = a s fj.-"’ .‘.": . If the population is normal, the statistic

x- % -
T = o _ Ho

Sy §/n

has 'a student’s t-distribution with v = n - 1 degrees of freedom. Consequently the statistic T
is the test statistic for testing a hypotheses about the mean of a normal population whose variance

o? is unknown.

13.24 Any Population, ¢® known/unknown. Finally recall the Central Limit Theorem
which states that the sampling distribution of X is approximately normal even for non-normal
populations if the sample size is sufficiently large (say, n > 30). Then we will use the test
statistic

X-py _ X-py _ X-p

oy offn S/yn

A —
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to test a hypothesis about the mean of any population ( normal or not ).

The summary of the procedure of testing a hypothesis about the mean of a population whose
variance ¢* is known/unknown, at a given significance level o, for the three respective
alternative hypotheses is shown in the following table.

Testing mean of a population, o? known/unknown:
Summary of procedure for 3 alternatives

Choose alternative hypothesis

| i

Hy: ) 2 i, Hy:u s, Hy:u=pu,
Hi:p<pu, Hy:p> iy Hi:p#py,
Set level of significance: o
ot X - Hy X - Hy

o = 3
=25 o _ XZX-X)?
n n-1
Reject H,, if Reject H,, if Reject H,, if
Z<z, Fzn g Z < z,, or
Z>2 g3
Calculate the observed value of test statistic
|
L T -,
n = 3n
E Lok - T(x, -X)°
e o=
n n-1
We reject H,, if We reject H,, if We reject H,, if
IS Iy 22 g T < Zgp 0T
otherwise we do otherwise we do 36
not reject H not reject H ;
) = - otherwise we do
not reject H,
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The summary of the procedure of testing a hypothesis about the mean of a normal population
whose variance 62 is unknown, at a given significance level @, for the three respective
alternative hypotheses is shown in the following table.

Testing mean of a normal population, o2 unknown:
Summary of procedure for 3 alternatives

,—I Choose alternative hypothesis }‘—

[

Hytpt 2 14y Hyi it S 1y Hy o=y
Hi:p<py, Hy >y, Ho:p# Hy
|
Set level of significance: o
1

s X.“ £
5.-" n
n r-1
|
Reject H, if Reject f,, if Reject £, if
Pt A T <t g,0r
Vv = ﬂ‘—l T}IF;i—U,'IZ
|
[ Calculate the observed value of test statistic
|
framn X g
i/
— Ex' - E{Ir' _"-?}:
X = d o e——
n n=1
|
We reject H, if We reject H,, if We reject H if
'E":"v:l;c j‘:"'rl.-';i-n "{lv:wi or
otherwise we do otherwise we do R
not reject H, not reject H, RN
not reject M,

Choice of Test Statistic for Testing Population Mean. The appropriate test statistic for testing a
mean is either the Z or the T statistic, and depends upon the sample size and whether the
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population distribution and population variance are known. Thus in testing the hypothesis about
the population mean we will use:
(i)  The test statistic Z when the population is normal and variance is known, or the sample
size is sufficiently large,
(ith  The test statistic T when the population is normal, whose variance is unknown and
sample size issmall (n < 30).
This can be summarized as follows.

Population Population Variance Sample Size Appropriate Test Statistic
Distribution ol n

MNormal Known Any Z

Normal Unknown Any T (If n > 30, can also use

Z as an approximation )
Any Known or unknown n =30 A

where, when o? is unknown, its estimate is the sample variance 8%

Example 13.3 A Bureau of Research statistician is designing an experiment to test
achievement icores of first year students in Government College Gujranwala on a standardized
test, scored one through one hundred, He is willing to assume that the distribution of scores is
normal, He illso believes that the triue achievement of all first vears studenis in Government
College, Gujranwala is greater than 58. If he has a sample of 36 such scores what hypothesis
should he tesit.

Solution. Since he believes u > 58, he should test Hy: p < 58 against H,: g > 58. He
hopes to reje ct H,,. A rejection of H, is a positive action due to the overwhelming evidence that
It is not lessithan or equal to 58. An acceptance of H,, is a negative action because it implies
that there is 1ot sufficient evidence to reject H,,.

Example 13.4  If the null hypothesis is Hy: p = 50, when would a Type-II error be made.
Solution.  When infact g > 50 and H, is accepted.

Example 1:3.5° If the null hypothesis is Hy: p = 100, when would a Type-II error be made,
Solution. YWhen infact g < 100 and H,, is accepted.

Example 113.6 A company claims that the average amount of coffee it supplies in jars is
6.0 oz with | a standard deviation of 0.2 oz. A random sample of 100 jars is selected and average
is found to be 5.9, Is the company cheating the customers? Use 5% level of significance.

Solation. We have n = 100, X = 59, o= 0.2
The obje ztive of the sampling is to attempt to support the research ( alternative ) hypothesis

that the a verage amount ¢ is less than 6.0 ounces. Consequently, we will test the null hypothesis
that 4 2: 6.0 against the alternative hypothesis that y < 6.0.

The eler nents of the one-sided left tail test of hypothesis are;
Null hy pothesis Hy: g 2 6.0

Alternc itive hyprothesis H:p < 60

Level af signific-ance: o = 005
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Test statistic: Tim &= follows a standard normal distribution
ain under H,

Critical values: Ip = Zggs = —1.645 [ From Table 10 (b))

Critical region: £ < —1.645 .

Decision rule: Reject Hy if Z < - 1.645, otherwise do not reject H,,

Observed value: g a2 T My, "y S=D0 o 50
o/fyn  02/100

Conclusion: Since z = -5 < — 1.645, we reject H,; and conclude that the average

amount of coffee is less than 6.0 ounces.

Example 13.7 A company makes parachutes. The company has been buying snap links from a
manufacturing firm. The company is concerned that the guality of snap links they receive from the
firm might not be up to specifications. Specifically, the company wants to be convinced that snap
links will withstand a mean breaking strength of more than 5000 pounds. Perform a test of
hypothesis at the 0.005 significance level if the mean breaking strength for a random sample of
50 snap links is 5100 pounds. The population standard deviation is 221 pounds. What is
implied by the test result.

Solation. We have n = 50, x = 35100, o = 221

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis that
the mean breaking strength ¢ is more than 5000 pounds. Consequently, we will test the null
hypothesis that g < 5000 against the alternative hypothesis that u > 5000,

The elements of the one-sided right tail test of hypothesis are:
Null hypothesis Hy: g = 5000

Alternative hypothesis Hy: g > 5000
Level of significance: o= 0005 = l-o =1 -0005 = 0995

T T X_;ﬁ follows a standard normal distribution
| .“Ir; under H, .

Crirical value: Zi_g = Zygos = 2.576 { From Table 10 (b))

Critical region: Z > 2.576

Decision rule: Reject H, if Z > 2.576, otherwise do not reject H.

§ E = ‘u” i Slm = 5{1:”)
o/Jn 221/,/50

Conclusion: Since z = 3.20 > 2.576, we reject H, and conclude that the mean
breaking strength is more than 5000 pounds. Links from the firm are
up to specifications. Buy them.

Example 13.8 The mean lifetime of electric light bulbs produced by a company has in the past
been 1120 hours. A random sample of 36 electric bulbs recently chosen from a supply of newly
manufactired bulbs showed a mean lifetime of 1087 hours with a standard deviation of 120

= 3.20

Observed value:
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hours. Test the hypothesis that the mean lifetime af light bulbs has not changed using a level of
significance of 0.05.

Solution. We have n = 36, x = 1087, s = 120
The objective of the sampling is to attempt to support the research ( alternative ) hypothesis that
the mean lifetime g has changed from 1120 hours. Consequently, we will test the null

hypothesis that 4 = 1120 against the alternative hypothesis that g # 1120.
The elements of the two-sided test of hypothesis are:
Null hypothesis Hy: p = 1120

Alternative hyporthesis H:p # 1120
Level of significance: a=005 = a/2=0M5 = 1-cf2=0975

Test statistic: Z = R,: ~ K _ follows an approximate standard
S/ normal distribution under H,.
Critical values: o2 = Zygas = —1.960,
Zoaj2 = s = 1.960 { From Table 10 (b) }
Critical region: Z < -1960 or Z > 1.960
Decision rule: Reject H, if Z < —1.960 or Z > 1.960, otherwise do not reject H;.

X—p _ 1087-1120
ifn 120/,/36
Conclusion: Since —1.960 < z = - 1.65 < 1.960, we do not reject H; and conclude that

the mean lifetime is 1120 hours.

Example 139 We wish 1o test the hypothesis that the mean weight of a population of people is

140 Ib. Using @ = 151b. o = 0.05 and a sample of 36 people, find. the values of X which
would lead to rejection of the hypothesis.

Solution. We have n = 36, o= 1%

The objective of the sampling is to attempt to support the research { alternative ) hypothesis that
the mean weight u is not equal to 140 pounds. Consequently, we will test the null hypothesis
that g = 140 against the alternative hypothesis that g # 140,

The elements of the two-sided test of hypothesis are:

Null hypothesis Hy: u = 140

Observed value: £ = = —1.65

Alternative hypothesis H:p # 140
Level of significance; a =005 = af2 =0025 = 1-a/2 = 0975

Test statistic: Sl follows a standard normal distribution
o/ -u'r_ under H,
Critical values: L1 = Ly = 1.960,
2 = Zygrs = 1.960 { From Table 10 (b) )

Critical region: Z < -1960 or Z > 1.960
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Decision rule: Reject H if Z < —1.960 or Z > 1.960
_XII__M'L{ -1.960 or iﬂ; 1.960

15/4/36 15/,/36
X <1351 or X > 1449

Hence, the hypothesis Hy: u = 140 will be rejected if either ¥ < 135.1 or X > 144.9.

Example 13.10 An ultrasonic equipment manufacturer uses a component in one of its machines
that must withstand considerable stress from vibrations while the machine is operating. An all-
metal component has been available for some years from a supplier. Extensive historical
experience has shown this component has a mean service life of 1100 hours. The research
division of the supplier has just developed a modified component constricted from plastic and
meial, bonded in a special way. The manufacturer wishes to know whether or not the mean
service life of the modified component (W) exceeds the mean service life of 1100 hours for the
original component. Test the hypothesis at 1%  level of significance if a sample of
n = 36 components yielded ¥ = 1121 and § = 222 hours.

Solution. We have n = 36 X = 1121, § = 222

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis that
the mean service life 4 exceeds 1100 hours. Consequently, we will test the null hypothesis that
4 = 1100 against the alternative hypothesis that u > 1100,

The elements of the one-sided right tail test of hypothesis are:
Null hypothesis Hy: p = 1100

Aliernative hypothesis ~ H,: > 1100

Level of significance: o = 0.01 = l-a = 1-001 = 099
: o _ X -y : 3

Test statistic: A follows a approximate standard normal
S F distribution under H,, .

Crirical value: Heg = Zogg = 2386 | From Table 10 (&) |

Critical region: Z > 2326

Decision rule; Reject Hy, if Z > 2.326, otherwise do not reject H,,

Observed value: 2 = 'E_ i o al = e 0.568
§iffn 222/,[36

Conelusion: Since z = 0.568 < 2326, so we do not reject H;, and conclude that

the mean service life does not exceads 1100 hours,

Example 13.11 A lumber company is interested in seeing if the number of board feet per tree
has decreased since moving to a new location of timber. In the past, the company has an average
of 93 board feet per tree. The company believes thar the production has decreased since
changing locations, a random sample of 25 trees yields X = 89 with § = 20. Assuming the
normality of the data, test the hypothesis at a 10% level of significance.
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Solution. We have n = 25 X = 89, F =20

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis that
the mean production i has decreased from 93 board feet. Consequently, we will test the null
hypothesis that ¢ 2 93 against the altemative hypothesis that g < 93,

The elements of the one-sided left tail test of hypothesis are:

Null hypothesis Hyt p2z 93
Alternative hypothesis Hy: jp<93
Level of significance: o = 0.10

.. E_Pu E -
Test statisric: T = —— follows a r-distribution under

S IJ':.‘II'; H, with

Degrees of freedom: v=n-1=25-1=24
Critical value: tvia = taopn = —1.318 ( From Table 12}
Critical region: T = -1318
Decision rule. Reject Hy if T < — 1.318, otherwise do not reject H,.
Observed value: piai B 1.000

fldn /3
Conclusion: Since ¢ = - 1000 > -1.318, we do not reject H, and conclude
that the mean production has not decreased from 93 board feet. The
tree company's claim has not been established.
Example 1312 Expensive test borings were made in an oil shale area to determine if the mean
yield of oil per ton aof shale rock is greater than 4.5 barrels. Five borings, made at randomly
selected points in the area, indicated the following number of barrels per ton 4.8, 54, 39, 49,
5.5. Suppose barrels per ton are normally distributed, Perform a test of hypothesis ar the 5%
level of significance.

Solution. The mean and standard deviation of the sample are

; 4.8 54 39 49 55 | &%= U5
xf 2304 2906 1521 2401 3025 | Xx} = 12167
X, 24.5
X= 2 S 4.9
n 3
il Txf-nx? | 121.67-5(4.9) _ 0.64
n-1 5-1 s

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the mean yield g is greater than 4.5 barrels. Consequently, we will test the null hypothesis
that 4 = 4.5 against the alternative hypothesis that g > 4.5,
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The elements of the one-sided right tail test of hypothesis are:

Null hypothesis Hy:p £ 45

Alternative hypothesis Hi:p > 43

Level of significance: o = (.05 = "~ 1-0 =095

Test statistic: T = _x._-.'l.ff.. follows a r-distribution under
S§/{n H, with

Degrees of freedom: v=n-1=5-1=4

Critical value: bt Bl =010 { From Table 12)

Critical region: T = 2132

Decision rule: Reject Hy if T > 2.132, otherwise do not reject H,,.

, o XMy _ 49-45
Jn oe4lys

Conclusion: Since t = 1.40 < 2.132, we do not reject H, and conclude that the
mean yield is not greater than 4.5 barrels..

Example 13.13 A cattle rancher has changed the type of feed he uses to fatten his cattle for
sale, The feed company claims thar the new feed will increase the mean weight gain in his caitle
by more than 100 pounds per steer. Assuming the weight gain of cattle is normally distributed,
~ test the hypothesis of the feed company at o = 0.05. Previously, the mean weight gain per steer
has been 800 pounds. A random sample of 30 yields a mean weight gain of ¥ = 935 pounds
with a standard deviation of 85 pounds.

Solution. We have n = 30, x = 935, & = BS

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the mean weight g is more than 900 ( i. e., 800 + 100 ) pounds. Consequently, we will test
the null hypothesis that 4 = 900 against the alternative hypothesis that g > 900.

The elements of the one-sided right tail test of hypothesis are:
Null hypothesis Hy: u = 900

Observed value: = 1.40

Alternative hypothesis Hy:p > 900
Level of significance: o = 0035 = 1 -0 = 095

¥ =

Test statistic: T = — 7 Ho follows a ¢-distribution under
Siyn H, with

Degrees of freedom: v=n-1=30-1= 29

Critical value: toig = li.pgs = 1.699 ( From Table 12)

Critical region: T = 1699
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Decision rule: Reject H, if T > 1.699, otherwise do not reject H.
Observed value: t'= {..#ﬂ = 935,_ il 276
§/fn 85/,/30
Conclusion: Since r = 226 > 1.699, so we reject H; and conclude that the

mean weight is more than 900 ( £ e., 800 + 100 ) pounds.. The feed
company’s claim has been established.

Example 13.14 Workers at a production facility are required to assemble a certain part in 2.3
minutes in order to meet production criteria. The assembly rate per part is assumed to be
normally distributed, Six workers are selected at random and timed in assembling a part. The
assembly times (in minutes) for the six workers as follows.

2.0 24 1.7 1.9 28 1.8

The manager wants to determine if the mean for all workers differs from 2.3. Perform a test of
hypothesis at the 5% level of significance.

Solution. The mean and standard deviation of the sample are

X, 50 - 24 A7 19T 28 IR T Eh = 126
X=X |-01 03 --04 =02 07 =03
(x;-x7 | 001 009 016 004 049 009 | E(x,-%) =088
3 = X _ 126 _ 21
n 6
S
i \’Eu! R J 688 oo
n=-1 6=1

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the mean assembly time g differs from 2.3 minutes. Consequently, we will test the null
hypothesis that g4 = 2.3 against the alternative hypothesis that g # 2.3.

The elements of the two-sided test of hypothesis are:

Null hypothesis Hyi:p =23

Alternative hypothesis H:p # 23

Level of significance: a=005 = a/2=0025 = 1-af2=0975

Test statistic: T = ﬁ follows a r-distribution under
§/n H,, with

Degrees of freedom: v=n-1=6-1=35

Critical values: tyeayz = fs.oms = -2.571,

t = toggrs = 2971 { From Table 12 )

vil=afZ
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Critical region:

Decision rule:

Observed value:

Conclusion:

T <-25T1eor T > 2571

Reject H, if T < —2.571 or T > 2.571, otherwise do not reject H,.
X=i o 21=-23
Jn — oaffe -
Since -2571 < r = = L166 < 2.571, we do not reject H; and
conclude that the average assembly time is 2.3 minutes.

po= —1.166

Exercise 13.2

1. (@) Why is the z-test usually inappropriate as a test-statistic when the sample size is small?

by Define

“Student’s r-statistic”. What are its assumptions? Explain briefly its use and

importance in statistics,
r i For each of the following, a random sample of size n is taken from a normal

distribution with mean y and variance & . The sample mean is ¥ . Test the hypothesis
stated, at the level of significance indicated.

Sample n 3 ao Hypotheses Level of
i, H, significance
(i) 30 152 3 u =158 u# 158 5%
(i) in' -9} 1.2 <263 1> 263 3%
(i} 49 125 4.2 o= 1235 1> 1235 1%
(iv) 100 4.33 0.18 Uz 440 U< 440 2%
Sample " I H“Hypﬂthasas - sié:i‘;"fn! a?ﬁ: :
(v) 65 100 8424 H=1992 u+952 5%
(vi) 65 100 B42.4 H< 9932 M 992 5%
(vii} 80 853 2508.8 U =862 u < 86.2 10%
(viiiy | 100 6.85 36 .| p=70 g#10 1%
{ () Since zggps = =196 < z = —1.095 < 1.96 = zgs we do not reject
Hy:p = 158 against H,:p = 158
(i) Since z = 1.845 > 1.645 = 7., Wereject Hy: u < 26.3 in favour of
Hi: u> 263
(i) Since z = 25 > 2326 = z,4, we Teject Hy: g < 123.5 in favour of
H: ¢ = 123.5. :
(iv) Since z = - 2778 < - 2.054, we reject H,: p = 440 in favour of
H:p< 440
(v} Since Ings = —1.96 < z = L7718 < 1.96 = zggs we do not reject
Hy: p =992 against H;: u # 99.2.
(vi) Since z = 1.792 > 1.645 = z,,, wereject Hy: < 99.2 in favour of

Hi: > 992



Hypothesis Testing 131

3. (@)

(B)

4. (a)

(&)

5. (a)

(B)

(vii) Since z = —1.428 < -1.282 = z,,,, wereject H,: p = 86.2 in favour of
Hy: p < 862,
(vili) Since zp = ~2576 <z = 2.5 < 2.576 = 2, , we do not reject H,:

4 = 7.0 against H: p # 7.0. )

A random sample of size 36 is taken from a normal population with known variance
o? = 25. If the mean of the sample is ¥ = 42,6, test the null hypothesis p = 45

against the alternative hypothesis u < 45 with « = 0.05 (o is the probability of

committing Type-I error).

(Since z = -2.88 < — 1.645 = gz,,, we reject Hy: y = 45 in favour of
Hi:u<45)

Ten dry cells were taken from store and voltage tests gave the following
results: 1.52, 1.53, 149, 148, 1.47, 149, 1.51, 1.50, 1.47, 148 volts. The mean
voltage of the cells when stored was 1.51V. Assuming the population standard deviation
to remain unchanged at 0.02 V, is there reason to believe that the cells have
deteriorated.

(Since z = -253 < - 1645 = gz, wereject H;: 4 2 151 in favour of

H: p<151)

A sample of 400 male students is found to have a mean height of 67.47 inches. Can it
be regarded as a simple random sample from a large population with mean height 67,39
with standard deviation of 1.3 inches?

(Simce zipe = — 196 < £ = 123 < 19 = Zy75. We do not reject

Hy: po= 67.39 against H,: p # 67.39 at o = 0.05)

The mean lifetime of electric light bulbs produced by a company has in the past been
1120 hours with a standard deviation of 125 hours. A sample of & electric bulbs
recently chosen from a supply of newly manufactured bulbs showed a mean lifetime of
1070 hours. Test the hypothesis that mean lifetime of the bulbs has not changed using a
level of significance of 0.05.

(Since zpee = =196 < z-= =113 < 196 = Zyers+ We do not reject
Hy: p = 1120 against Hp: g # 1120)

Suppose that the mean 4 of a random variable X is unknown but the variance of X is
known to be 144. Should we reject the null hypothesis H,: u = 15 in favour of an
alternative hypothesis H;: u # 15 at a level of significance of o = 0.05, ifa

random sample of 64 observations yields a mean ¥ = 127 What are the 95%
confidence limits for u.
(Since z = -2 < -1960 = z,,., we reject Hy: u = 15 in favour of

Hi:p# 15 906 <pu< 1494)

In a syrup filling factory the mean weight per bottle is claimed to be 4 = 16. A random
sample of 100 bottles is taken and a test statistic used is X, the mean weight of the
sample. For a 0.05 level of significance, find the critical values for the test statistic and
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0. (a)

(&)

7. (a)

(b)

8. (a)

formulate the decision rule. Assume the weights to be normally distributed with
o? = 256.
{ Reject H, if X < 1568 or X > 16.32)

A random sample of 36 drinks from a soft-drink machine has an average content 7.6
ounces with a standard deviation of 0.48 ounces. Test the hypothesis y4 < 7.5 ounces
against the alternative hypothesis g > 7.5 at the 0.05 level of significance.
(Since z = 125 < 1645 = g,,,, we do not reject Hy: u < 7.5 against

Hy: > 175)

It is elaimed that an automobile is driven on the average at most 20000 kilometres per
year. To test this claim, a random sample of 100 automobile owners are asked to keep a
record of the kilometres they travel. Would you agree with claim if the random sample
showed an average of 21500 kilometres and a standard deviation of 3900 kilometres?
Use a 0.01 level of significance.

(Since z = 3846 > 2326 = gz,,,, wergject H,: g < 20000 in favour of

H: p > 20000)

A random sample of 100 recorded deaths in the United States during the past year
showed and average lifespan of 71.8 years with a standard deviation of 8.9 years.
Does this seem to indicate that the average lifespan today is greater than 70 years? Use
a 0.05 level of significance.

(Since z = 2.02 > 1.645 = 745, wereject Hy: g < T0in favourof H,: p > 70)

It is claimed that an automobile is driven on the average no more than 12000 miles per
year, To test this claim, a random sample of 100 automobile owners are asked to keep a
record of the miles they travel. Would you agree with the claim if the random sample
showed an average of 12500 miles and a standard deviation of 2400 miles?

( Since z = 2,083 > 1,645, wereject H;: p < 12000 in favour of Hy: u > 12000

at o = 0.05)

Given the following information. What is your conclusion in testing each of
the indicated null hypothesis? Assume the populations are normal,

Sample | Sample | Sample | Estimate Hypotheses level of
size mean | of variance H. H significance
from sample > :
(i) 16 11 81 u<10 g =10 0.01
(i} 25 8 64 i =10 <10 0.01
(fif) 25 9 49 u =10 u# 10 0.02
Sample [ n T Yz —%)2 Hypotheses Level of
’ H H, significance
L]
(iv) 12 24.9 123 | u <241 i> 240 2.5%
(v) 17 35.6 1471.8 = 40 u# 40 5%
(vi) 6 |1505.8 508 | p < 1503 u > 1503 3%

(wif) 10 129.8 97.6 uz 1330 o= 133.0 1%
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[ {5} Since 1

= 044 < 2602 = 14449, We do not reject H,.
(i) - Since 1 = —1.25 > -2492 = 1,, ;.. we donot reject H,.
(iif) Since ty g0 = —2492 < t = —0.714 < 2492 = 1, ;4. We do not
reject Hy.

(iv) Since t = 2.622 > 2201 = 1y, ;q95, Wereject Hy: g < 24.1 in favour of
H: p> 241,

(v) Since tj5.9,5 = —2.120 < t = —1.892 < 2,120 = 1,5 (475 We do not reject
Hy: p = 40 against H,: p # 40.

(vi) Since I = 2.152 > 2.015 = I5. 095+ WE reject. Hy: p = 13503 in favour of
H :p = 1503

(vii) Since t = -3.073<-2821 = 1y 4, wereject Hy: p2 133.0 in favour of

Hi:p< 13301
(b)) A random sample of size n is drawn from normal population with mean 5 and
variance o2,
O HEn=25 =3 md 5§ =2 wiaise?
(i) rn=9 x=32 sad ¢ =-2 whatis §7

9. (a)

(b)

10. (a)

n

(i) n=25 3

) M= 15, T =14 and. _} 3, whatis n?

(f =.=35 5 = 435, xr =19, n=.25)

10 and ¢ = 2, whatis ¥

n

Injection of a certain type of hormone into hens is said to increase the mean weight of
eggs by 0.3 ounces. A sample of 30 eggs has an arithmetic mean 0.4 ounces above
the pre-injection mean and a value of 5 equal to 0.20. Is this enough reason to accept
the statement that the mean increase is more than 0.3 ounces?

(Since + = 274 > 1699 = (95, We reject Hy: p = 03 in favour of

Hy:p>03at a=005)

A random sample of 25 hens from a normal population showed that the average laying
is 272 eges per year with a variance of 625 epgs. The company claimed that
the average laying is at least 2B5 eggs per year, Test the claim of the company at
a = 0.05.

(Since t = =26 < — L7l = .40, We reject Hy: g 2 285 in favour of

H,: p < 285).
A producer of a certain make of flashlight dry cell batteries claims that its output has a

mean life of 750 minutes. A random sample of 15 such batteries has been tested and a
sample mean of 745 minutes and a sample standard deviation of 24 minutes have been
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(B}

11. (a)

(b)

12, (a)

(b)

obtained. Verify that these results are consistent with the null hypothesis u = 750
against ¢ < 730 at o = 0.01.
(Since ¢t = — 0807 > - 2624 = 1, 45 We do not reject Hy: p = 750

against H,: u < 750.)

Ten individuals are chosen at random from a normal population and the heights are
found to be 63, 63, 66, 67, 67, 69, 70, 70, 71 and 7linches. In the light of these
data, discuss the suggestion that the mean height in the population is 66 inches.

( Since fy 4ps = —2262 < 1 = 178 < 2262 = {14 445, We do not reject

Hy: u = 66 against H: yu # 66 at o = 0.05.)

Ten cartons are taken at random from an automatic filling machine. The mean net weight
of the 10 cartons is 1590 oz and the sum of squared deviations from this mean i3
0.276 ( 0z . Does the sample mean differ significantly from intended weight of
16 oz.?

(Since fy pops = —2.262 < t = — 1.8B06 < 2262 = t4 (45, We do not reject

Hy: g = 16 against H;: g # 16 at o = 0.05.)

In the past a machine has produced washers having thickness of 0.050 inches. To
determine whether the machine is in proper working order, a sample of 10 washers is
chosen for which the mean thickness is 0.053 inches and the standard deviation is 0.003
inches. Test the hypothesis that the machine is in proper working order using a level of
significance of 0.05.

(Since ¢ = 3.16 > 2262 = 1y 495, We reject Hy: p = 0.050 in favour of
Hp: p = 0.050.)

A random sample of 16 values from a normal population showed a mean of 41.5
inches and a sum of squares of deviations from this mean equal to 135 (inches)’. Show
that the assumption of a mean of 43.5 inches for the population is not reasonable and
that the 95% confidence limits for this mean are 399 and 43.1 inches.

(Since 1 = —2.667 < —2.131 = f5 4004 Wereject Hy: g = 43.5 in favour of
Hpi:p # 435 at o = 0.05.)

A random sample of nine from the men of a large city gave a mean height of 68 inches,

and the unbiased estimate of the population variance from sample, §* was 4.5 (inches)’.
Are these data consistent with the assumption of a mean height of 68.5 inches for the
men of the city.?

( Since fg. 0005 = =2306 <t = -0.708 < 2.306 = Ig. 0g75+ SO We du not reject

Hy: pt = 68.5 against H: u # 68.5 at o0 = 0.05).

4
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13.3  TEST OF HYPOTHESIS ABOUT
A POPULATION PROPORTION, &

Tests concerning proportions are based on frequency or count data, which are outcomes
of experiments such as the number of defective items in a production line, the number of errors
made in typing a complex mathematical manuscript, and so forth. In this section we shall present
the tests based on count data, where the test concerns the parameter 7T of the Bemnoulli
distribution for both small and large sample sizes. The statistic for testing hypothesis concerning
proportions is the number of successes X or the proportion of successes P in n independently
repeated Beinoulli trials. For small n, the tests require the use of binomial probabilities. For large
n, the normal approximation to the binomial, using the Z statistic, is appropriate, the Z? statistic
has y? -distribution.

13.3.1 Forms of Hypothesis. Let n, be the hypothesised value of the population proportion.
The three possible null hypotheses and their corresponding alternative hypotheses, are:

1. Hpamawn, against Him < =,
AR e S against H:m > m
3. Hym = x; against H:® # =m

In each case, the test will be made by obtaining a simple random sample of size n and
counting the number of successes X in the sample and computing the sample proportion P.
Then P will be used in computing a test statistic, Depending upon the calculated value of the test
statistic, H,, will be accepted or rejected.

13.3.2 Test based on Normal Approximation. We know that for a Bernoulli distribution with
proportion of success m;, the sampling distribution of the number of successes X in a sample of
size n is a binomial distribution with parameters n and m,. The sampling distribution of the
sample proportion P = X/n is also a binomial distribution, The mean of the sampling
distribution of P is m, and that m; (1 -, )/ n is the variance of the sampling distribution.
Consequently, the test statistic is

= P—%,

% R (I —my)/ n

which is approximately standard normal for large sample because of the normal approximation to
the binomial. Or multiplying the numerator and denominator by n, we obtain the test statistic.
X—-nn,

W nmy (1= 1)

which is approximately standard normal when n is large and m; is not too close to zero or one.

Strictly speaking, in computing Z we should use a continuity correction factor to transform the
discrete binomial into a continuous normal distribution, that is

1 1
X E— |—nmny Ft=— =1
7 = 2 2n

Jn‘nﬂil—un] J'.r:ﬂil—nﬂ‘_ifn

Z

Z =
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We should use a plus sign (+) when X < n m, or P < =, and a minus sign ( — ) when
X>nmgor P> my,.
The summary of the procedure of testing a hypothesis about the proportion of successes in a
population, at a given significance level o, for the three respective alternative hypotheses is
shown in the following table.
Testing population proportion:
Summary of procedure for 3 alternatives

—| Choose alternative hypothesis z—

|

Hy® & R, Ay:msmw, Hy:m=m,
Hi:n<m, Hi:nt>%, H:m#n,
]

Set level of significance: o
I

s P-m,
Jmy(1=my)/n
e
n
|
Reject H if Reject H,, if Reject H, if
Z:<z, A Z<zy,or
Z>2 o2
l
Calculate the observed value of test statistic J
l
s, P~ Ty
z =
X
| Foadt
n
| I
We reject H, if We reject H,, if We reject H,, if
& ST e L€ Ly 0T
otherwise we do otherwise we do R
netreect My notseieet otherwise we do
not reject H,;

Example 13.15 The reputations (and hence sales) of many businesses can be severely damaged
by shipments of manufactured items that contain an wnusually large percentage of defective
items. A manufacturer of flashbulbs of cameras may want to be reasonable certain that less than
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5% of its bulbs are defective. Suppose 300 bulbs are randomly selected from a very large
shipmeni, each is tested, and 10 defective bulbs are found. Does this provide sufficient evidence
for the manufacture to conclude that the fraction defective in the entire shipment is less than
0.05. Use o = 0.01.

Solution. We have B0, im0 P e A =008

n 300

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the proportion of defectives n s less than 0.05. Consequently, we will test the null
hypothesis that © 2 0.05 against the alternative hypothesis that 1 < 0.05.

The elements of the one-sided lefi tail test of hypothesis are:

Null hypothesis Hy: m 2 005

Alternative hypothesis Hi@r< h.ﬂﬁ

Level of significance: a = 0.01

Test statistic: = i follows an approximate standard
NENTEE ST normal distribution under H,

Critical value: g = Zym = —2.326 { From Table 10(5) ]

Critical region: Z < —2.326

Decision rule: Reject H,, if Z < —2.326, otherwise do not reject H,.

Observed value: g e T oo A S R
VF(l=my)/n y 0.05(1 — 0.05)/ 300

Conclusion: Since z = - 1351 > - 2.326, we do not reject H;. The

manufacturer cannot conclude with 99% confidence that the shipment

contains fewer than 5% defective bulbs.
Example 1316 It is known that approximately 10% smokers prefer cigarette brand A, After a
promotional campaign in a given sales region, a sample of 200 cigarette smokers were
interviewed to determine the effectiveness of the campaign. The results of the survey showed thar
26 people expressed a preference of brand A. Do these data present a sufficient evidence to
indicate an increase in the accepiance of brand A in the region. Use o = 0.05.

x 26

Solution. We have n=200 x=26 p=—=— =013
n 200

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the proportion of smokers =® is greater than 0.10. Consequently, we will test the nuoll
hypothesis that © = .10 against the alternative hypothesis that © > 0.10.

The elements of the one-sided right tail test of hypothesis are:
Null hypothesis H,:x = 010

Alternative hypothesis H :m > 0.10
Level of significance: a = 005 iy l — o = 095
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Test statistic: Z= F % follows an approximate standard
VT (1= )/ n normal distribution under H;
Critical value: Zi—a = Zyos = 1.645 { From Table 10 () }
Critical region Z > 1645
Decision rule: Reject H, if Z > 1.645, otherwise do not reject H;.
o 013 - 0.10
Observed value: z = - 9 = 1.414
VR (1=mg)/n y 0.10(1 = 0.10)/ 200
Conclusion: Since z = 1414 < 1.645, so we do not reject H;. We cannot
conclude with 95% confidence that the promotional campaign is
effective.

Example 13.17 A supplier of components to a motor industry makes a particular product which
sometimes fails immediately it is used. He controls his manufacturing process so that the
praportion of faulty products is supposed to be only 4%. Out af 500 supplied in one batch 28
prove to be faulty. Has the process gone out of control to produce too many faulty products? Test
as o = (.03 applying continuity correction,

Solution. We have n-= 500, X = 28

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the proportion of faulty products 7 is greater than 0.04. Consequently, we will test the null
hypothesis that © < 0.04 against the alternative hypothesis that © > 0.04.

The elements of the one-sided right tail test of hypothesis are:
Null hypothesis Hy: ® s 004

Alternarive hypothesis Hy: m > 0.04

Level of significance: o = 0.05 = 1 -o = 095
(X £035) - nx,

Test staristic: L= follows an approximate standard
'u"? My (1=, ) normal distribution under H

Critical value: Zi_a = Igos = 1645 { From Table 10(b) }

Critical region: Z > 1.645

Decision rule: Reject H, if Z > 1.645, otherwise do not reject H,,.

*0.5) - e =,

Observed value: = (s Se) 1% = RS0 = A0IE%) = 1.71
Jnm(1—-my) 4/ 500(0.04)(1 — 0.04)

Conclusion: Since z = L71 > 1.645, we reject H; and conclude that the

process is out of control.

Example 13.18 The records of a certain hospital showed the birth of 723 males and 617
females in a certain week. Do these figures conform to the hypothesis that the sexes are born in

equal proportions? Use o = 0.02,

¥
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Solution. We have x = T2, n—x-= 617, n o= 1340
X 723
.t atS Jipey
RS = 194

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the proportion of male births m is not equal to (.5. Consequently, we will test the null
hypothesis that ®= = 0.5 against the alternative hypothesis that £ # 0.5.

The elements of the two-sided test of hypothesis are:
Null hypothesis Hy:m = 0.3
Alternative hypothesis Hi:m # 05

Level of significance: a=002 = of2=001 = 1-0f2 =099

Test statistic: = £ =% follows an approximate standard
w'll Mo (1= 1)/ n normal distribution under H
Critical values; Zys = Lym = —2.326,
Ly_g2 = g = 2.320 { From Table 10 (&) }
Critical region: Z < -23260r Z > 2326
Decision rule: Reject Hy if Z < —2.326 or Z > 2.326, otherwise do not reject H;
il a4 — (),
Observed value: e i et SIS SO0 g
NENTE T J0.5(1-05)/1340
Conclusion: Since z = 2.928 > 2326, we reject H, and conclude that the
proportion of male births is not equal to 0.5, '
Exercise 13.3
1. (@) For each of the following sets of data, carry out a significance test for the hypotheses
stated.
Sample [Number in  Number of Hypotheses Level of
sample SUCCESSES H, H, significance
(0 50 45 =08 > 08 S0,
(if}) 60 42 n = 0.55  # 055 2%
(Fif) 120 21 n=1/4 14 5%
(iv) 300 213 n = 0.65 n # 0.65 1%
() o0 56 n = 076 n < 0.76 1%
{ (1) Since z = L1768 > 1.645 = z;,., wergject Hy: ®© = 0.8 in favour of

; H: ®> 08
(i) Singe z = 2335 > 2326 = Zygg» WE TEjECt H: ® = 0.55 in favour of
H;: n # 0.55
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(b)

2. (a)

(b)

(c)

3 (a)

(b)

(ifi) Since zy5s = — 196 < z = 1.897 < 196 = g4, we do not reject
Hy: m = 1[4 against H;: m # 1/4.

(iv) Since Zzygs = —2576 < z = 2179 < 2.576 = gz, . We do not reject
H,: m = 0.65 against H,: = # (.65.

(v) Since z = —3.060 < -2326 = gz, , we reject Hy:m 2 0.76 in-favour

of H;: ® < 0.76. )

A basket ball plaver has hit on 60% of his shots from the floor, If on the next 100 shots
he makes 70 baskets, would you say that his shooting has improved. ( Use a 0.05 level
of significance ),

(Since z = 2041 > 1645 = g5, wereject Hy;: n < 0.60 in favour of

H:n > 060; Yes)

In a poll of 10000 voters selected at a random from all the voters in a certain district, it
is found that 5180 wvoters are in favour of a particular candidate. Test the null
hypotheses that the proportion of all the voters in the district, who favour the candidate
is equal to or less than 50% against the alternative that it is greater than 50%. Use a
0.05 level of significance,

(Since z = 3.6 > 1.645 = 54, wereject Hy: 7 < 0.5 infavourof H;: x > 0.5)

A retailer places an order for 400 recapped automobile tires with a supplier who claims
that no more than 5% of his output is ever returned unsatisfactory. In time, 31 of the
400 tires are unsatisfactory. Should the retailer continue to trust his supplicr's word as to
the rate of rerurns? Use 5% level of significance.

(Since z = 2524 > 1645 = 7,4, wereject Hy: n £ 005 in favour of

H: > 005 No)

A commonly prescribed drug on a market for relieving nervous tension is believed to be
only 60% effective. Experimental results with a new drug administered to a random
sample of 100 adulis who were suffering from nervous tension showed that 70 got
relief. Is this sufficient evidence that the new drug is superior to the one commonly
prescribed? Use 5% level of significance.

(Since z = 2041 > 1645 = gz, wereject Hy: 1 S 0.60 in favour of

H,: m > 0.60; Yes)

An electrical company claimed that at least 95% of the parts which they supplied on a

government contract confirmed to specification. A sample of 400 parts was tested, and

355 meet specification. Can we accept the company's claim at a 0.05 level of

significance?

(Since z = —=5735 < - 1645 = z,,.wereject H;: ® 2 095 in favour of
H: n <095 No)

An electric company claimed that at least 83% of the parts which they supplied
conformed to specifications. A sample of 400 parts was tested and 75 did not meet
specifications. Can we accept the company’s claim at 0.05 level of significance?
(Since z = —2.100 < — 1.645 = z,,,. wereject H,: ® = 085 in favour of

H,: = < 0.85; No)
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(c)

4. (a)

®)

5. (@)

(b)

6. (a)

(b)

The manufacturer of a patent medicine claimed that it was at least 90% effective in

relieving an allergy for a period of 8 hours. In a sample of 200 people, who had the

allergy, the medicine provided relief for 160 people. Determine whether the

manufacturer's claim is legitimate.

(Since z = — 4714 < — 1.645 = z,,., wereject Hy;: m = 090 in favour of
H;: m < 090; No)

A coin is tossed 100 times and 38 heads are obtained. Is there evidence, at the 2%

level that the coin is biased in favour of tails?

(Since z = -24 < -205 = g5, wereject H;: m = 05 in favour of
Hi:xr <035 Yes)

A coin is tossed 400 times and it turns up heads 216 times. Discuss whether the coin

may be an unbiased one.

(Since zg,s = - 1960 < z = 1.6 < 1.960 = z, 4, we do not reject Hy: @ = 0.5
against H;: m # 0.5)

In a random sample of 1000 houses in a certain city, 618 own colour TV sets. Is this

sufficient evidence to conclude that 2/ 3 of the houses in this city have colour TV sets?

Use o = 0.02.

(Since z = -3288 < -2326 = gz,,,wereject Hy: ®* = 2/3 in favour of
Hi: m # 2/3; No)

The sex distribution of 98 births reported in a newspaper was 52 boys and 46 girls, Is

this consistent with an equal sex division in the population? Use 5% level of

significance.

(Since z;,, = - 1960 < z = 03594 < 1960 = z;4,,, we do not reject
Hy: ® = 0.5 against H:® = 0.5.)

The reputations (and hence sales) of many businesses can be severely damaged by

shipments of manufactured items that contain an unusually large percentage of defective

items. A manufacturer of flashbulbs of cameras may want to be reasonable certain that

less than 5% of its bulbs are defective. Suppose 300 bulbs are randomly selected from
a very large shipment, each is tested. and 290 good bulbs are found. Does this provide

suficient evidence for the manufacturer to conclude that the fraction defective in the °

entire shipment is less than 0.057 Use o= 0.01, i
( Since z = —1.351 > -2.326 = z,,,. we do not reject H,,. The manufacturer cannot

conclude with 99% confidence that the shipment contains fewer than 5% defective

bulbs }

A supplier of components o a motor industry makes a particular product which

sometimes fails immediately it is used. He controls his manufacturing process so that the

proportion of faulty products is supposed to be only 4%. Out of 500 supplied in one

batch 28 prove to be faulty. Has the process gone out of control o produce oo many

faculty products? Test at « = 0.05 applying continuity correction.

( Since z = 171 > 1645 = 7,4, wereject Hy: x = 004 in favour of

H,:m > 0.04 and conclude that the process is out of control )

*
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134  TEST OF HYPOTHESES ABOUT THE DIFFERENCE BETWEEN
TWO POPULATION MEANS — INDEPENDENT SAMPLES

There are many problems where we are interested in hypotheses concerning about the
differences between the means of two populations. For instance, we may wish to decide upon the
basis of suitable samples whether a new fertilizer is more effective than an existing fertilizer, or
whether a newly introduced product is more reliable than an existing product. Specifically, within
the frame work of statistical language, we are interested in making inferences about the parameter
iy = My A test of hypothesis must be based on assumptions regarding the structure of the

underlying distributions. Two independent random samples must be taken — one from each of
the two populations of interest.
13.4.1 Forms of Hypothesis. We are interesied in tests about the parameter i, — u, . Let &,

be a hypothesized value of the difference between two population means the three possible null
hypotheses about the difference between two population means, and their corresponding
alternative hypotheses, are:

L. Hy: fl, = s 28, against Hi:p - p, < 8,

2. Hy:p,-n, <8, against Hp:p -pn, > 38,

3. Hy:p -, =8, against Hp:p —p, #8

13.4.2 Independent Samples: Normal populations, known variances, any sample sizes.
Suppose that we have two independent random samples of sizes n, and n, from two normal
populations having, respectively, means g, and u, and known variances 62 and 3. We
known that X, is distributed as N(y,, o7 /n, ) and that X, is distributed as N(y,, 02 /n, ),
and that X | Is independent of ‘fz. The statistic X = fz, the difference between two
independent normal variables, is also normally distributed with mean 4, — u, and variance

ot /n + &3/ n, . Consequently the random variahle

{El —fz.} = {F; _.Hzl

2 2
oy ao
J_'_ + —
n n,

has a standard normal distribution. Thus the appropriate test statistic is

A —

(X, -X,) - &,

2 1
g o

I + 2
n mn,

1343 Independent Samples: Normal populations, same unknown variance, small samples.
Suppose that we have two independent random samples of sizes n; and n, (n, < 30 and

ny, < 30) from two normal populations having, respectively, means i, and g, and unknown
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common variance 62 ( i. e, 6f = @3 = ¢*). Then X, is normally distributed with mean
and variance o> J."' n, and X » is normally distributed with mean y, and variance c*/n, and
that X, is independent of X,.

Therefore, X, — X, is normally distributed with mean
Bg. g, = By

and variance

Thus the random variable

(X, = X,) = (4 — 1)
1 l
O = ——
3‘11 Hz

has a standard normal distribution. Since we assume that the two populations have equal
unknown variances (o? = 03 = 0 unknown ), we will replace the population variance by the
sample variance.

The difficulty in making this replacement lies in the fact that we have two estimates of &2, SE
and §2, since two different samples were collected. Even if 07 = 63 = ¢, it is unlikely that
the two samples collected will have exactly the same value because of sampling crror, But if ff‘
and §§ differ which of these two estimates should be used to estimate the unknown population
variance o2 .

Since we wish to obtain the best estimate available, it would seem reasonable to use an estimator
that would pool the information from both samples. Thus, if §2 and $2 are the two sample

variances (both estimating the variance ¢> common to both populations), the pooled (weighted
arithmetic mean) estimator of o, denoted by 57 . is

(n, —1)82 + (n, -1)§2

52 =
F no+n, —2

E{x“_fi }2 + E{X“—f-z}z

n+n —2

(EXE -nm X}P) + (X} —n, X3)

m+n =2
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To obtain the small-samples test statistic for testing H,: 4, — 4, = &, substitute the pooled
estimator of o7 into.the above formula to obtain

‘fl_f:}“"su
o il
"\ m ny

which has a r-distribution with v = n, + n, — 2 degrees of freedom.

T =

13.44 Independent Samples: Any populations, large samples. When both sample sizes are
large ( say greater than 30 ) the assumptions regarding small samples can be greatly relaxed. It is
no longer necessary to assume that the parent distributions are normal, because the Central Limit
Theorem assures Ihat X, is approximately normally distributed with mean g, and variance

o?/n,, and that X, is also approximately normally :‘hsmbuted with mean p, and variance
02 /n, , and that X, is independent of X, then X, — X, is approximately normally distributed
with mean u, — p, and variance o7 /n, + ¢%/n,.
Thus the random variable
{fl = fg__.] = {Ht "ﬁz}
-

+
ﬂ] "2

Z =

has an approximate standard normal distribution.

Because n, and n, are both large, the approximation remains valid if ol and o3 are replaced
by their sample variances jlz and ﬁf. The assumption of equal variance is not required in
inferences derived from large samples. We can still use Z test with S, substituted for o} and

S-f substituted for 63 so long as both samples are large enough for the Central Limit Theorem
to be applied.

That is, we use

(X,-X,) - §,
J5_1'+ $
]'II ﬂ1

The summary of the procedure of testing a hypothesis about the difference between means of two
populations whose variances &, g3 are known/unknown, at a given significance level o, for
the three respective aliernative hypotheses 1s shown in the following table.

Z =

At =]

as the test statistic,
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Testing difference between means of two populations, o}, 07 known/unknown:
Summary of procedure for 3 alternatives

Choose alternative hypothesis ]—\

Hy: gy —py 2 6 Hy: py =4, £ 8, Hy: ty =l = &
Hy: py=py <8 Hy: =y > 8, Hy: =ity # 6,

Set level of significance: o

_ (X-X,)-8, _ (X,-X,)-§,

< 2 2 - o2 = 2
o s
% % S0y
m ny nooon
Reject H if Reject H, if Reject H,, if
<z, Vgt Z<zy,o0r
Z>2 o
Calculate the observed value of test statistic
. L =) =8, _ (%-=%,)—4d,
= T 2 ﬂ'l = 3 2 El
Of Y e
T g
We reject H, if We reject H, if We reject H, if
z% 5 T Ty I<Zy,or
otherwise we do otherwise we do Z>2 a2
not reject K i
. 9 ngEveiect Hy otherwise we do
not reject H,

The summary of the procedure of testing a hypothesis about the difference between means of two
normal populations with same unknown variance @7 = 03 = &7, at a given significance level

., for the three respective alternative hypotheses is shown in the following table.
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Testing difference between means of two normal populations, same unknown variance:

Summary of procedure for 3 alternatives

—{ Choose alternative hypothesis }—‘

Hyt py—py 2 6, Hot Hy—Hy <8, Ho: -y = 8,
Hyp-py <6 Hy:py—p, > 6 Hy: -1y # 6
Set level of significance: o
i

n, n,
- Z‘.X“_E]JI+E{XIE“E_}1
. e o
Reject H, if [ Reject H,, if Reject H,, if
T{IY"“ | T}rlr'il-i-l T{rv:u.-'] or
V=u+n,-1 ‘ T}fm—u,.rz
[ Calculate the observed value of test statistic
|
l . G-%) -8
g A A
Y n n
i E(xi]_‘fi}z"'zlt‘tﬂ_il;.z
2 mo+n, -2
We reject H, if We reject H, if We reject H,, if
E<tia g 2 <ty g3 OF

otherwise we do
not reject H,

otherwise we do
not reject H,

> i"h';!JufZ

otherwise we do
not reject M,
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Example 13.19 Apex's current packaging machinery for coffee is known to ground coffee inio
“l-pound cans” with a standard deviation of 0.6 ounce. Apex is considering using a new
packaging machine which is expected to pour coffee into “1-pound cans™ more accurately, with a
standard deviation of 0.3 ounce. Before deciding to invest in the new machine, Apex wished 1o
test its performance against the old machine. A sample was taken on each machine o measure
the mean weight of contents of the “1-pound can”, with the following results.

Sample Size Mean
Using Old Machine ny =25 X

16.7 ounces

Using New Machine ny = 36 X, = 15.8 ounces

Test, ar the 5% level of significance, the hypothesis that there is io difference in the average
weight of the contents poured by-the old machine versus the new machine.

Solotion. We have n =25 o= 167, g, = 06

n; = 36, x; = 138, gz = 0.3
The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the average weight of the contents poured by the old machine u, differs from that of the
new machine p,. Consequently, we will test the null hypothesis that W, = W, against the
alternative hypothesis that u, # u, .
The elements of the one-sided right tail test of hypothesis are:
The elements of the two-sided test of hypothesis are:
Null hypothesis Hy:p, =gy = g —p; = 0lied, =0)
Alternative hypothesis Hyi:py # fy = p—p, # 0(ied, 20)

Level of significance: a =005 = af/2=0025 = 1-a/2=0975
: - (f g X 2) = Eu
Test statistic: i T — follows a standard normal
i AL distribution under A,
n ny
Critical values; Iz = Zggms = —1.960,
Hoglz = Zggys = 1.960 | From Table 10 (&) }
Critical region: Ze<-190ar Z > 1.960
Decision rule: Reject H, if Z < —1.960 or Z > 1.960, otherwise do not reject H,.
T —F Y-8 15.R) e
Observed value: z = (5 a-fz} 9 = e - 58 = 6.92
o . o5 (06)*  (0.3)*
" H 25 36
Conclusion: Since z = 6.92 > 1960, we reject H, and conclude that the mean

weight of a “1-pound can™ filled by the new machine is not the same
as that of filled by the old machine.

Example 13.20 The test was given to a group of 100 scouts and to a group af 144 guides.
The mean score for the scouts was 27.53 and the mean score for the guides was 26.81.
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Assuming a common population standard deviation of 3.48, test, using a 5% level of
significance, whether the scouts performance in the test was better than that of the guides.

Solution. We have n, = 100, I = 2753
n, = 144, X, = 2681

Common population standard deviation: o = 3.48
I'he viyective of the sampling is to attempt to support the research ( alternative ) hypothesis
thit the mean score for the scouts 4, is greater than that of the guides p,. Consequently, we

will test the null hypothesis that 4, < u, against the alternative hypothesis that g, > u,.
The elements of the one-sided right tail test of hypothesis are:

Null hypothesis Hy: ) S f; = M-}, = 0(ie §; < 0)
Alternative hvpothesis H:p >4, = -, > 0(ie d, > 0)

Level of significance: a = 0.05 = 1 -0 = 095

v {f’ = f?_-} — 6“
Test statistic: Z = = follows a standard normal
e = distribution under H,
m ny
Critical value: o = = 1045 { From Tahble 10 (&) }
Critical region; Z > 1.645
Decision rule: Reject H,, if Z > 1.645, otherwise do not reject H,,.
Observed value: g H=B) by L (NS5 2681) 0.0 i

i L T G 0Tl . O
n, n, 100 144
Conclusion: Since z = 1.589 < 1.645, we do not reject H, and conclude that

there is not sufficient evidence, at 5% level of significance, to show

that the performance of the scouts in the test was better than that of the

guides,
Example 13.21 The management of a restaurant wants to determine whether a new advertising
campaign has increased its mean daily income ( gross ). The income for 50 business days prior
to the campaign’s beginning were recorded. After conducting the advertising campaign and
allowing a 20 days period for the advertising to take effect, the restaurant management recorded
the income for 30 business days. These two samples will allow the management to make an
inference about the effect of the advertising campaign on the restaurant's daily income. A
summary of the results of the two samples are shown below:

Sample Size Mean Standard deviarion
Before campaign n =50 X = 1255 EI = 215
1330 32 = 238

After campaign ny =30 X

Do these samples provide sufficient evidence for the management to conclude that the mean
income has been increased by the advertising campaign test using o = 0.057
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Solution. The objective of the sampling is to attempt to support the research ( alternative )
hypothesis that the mean daily income after advertising campaign p, is greater than that of

before the campaign u, . Consequently, we will test the null hypothesis that u, < u, against the
alternative hypothesis that u, > u,.

The elements of the one-sided right tail test of hypothesis are

Null hypathesis Hy:py, s iy = p,-p < 0(ie. 8, 2 0)

Alternative hypothesis Hipy, > py = -y > 0(ie §, > 0)

Level of significance: o = 0.05 = l —a = 095

S (X,-X,) - §,

Test statisric: Z = o oy follows a standard normal

J By + 5_2 distribution under H,

m i

Critical value: Zj.q = Zggs = 1.645 { From Table 10 (&) }
Critical region; Z > 1.645
Decision rule; Reject H; if Z > 1.645, otherwise do not reject H,,

% %) - § L =
Observed value: I = GZ-%) -9 _ _ (1330 -1255) [: = 1414

: 252 \’ (215)  (238)2
Lt SR i +

Conclusion; Since z = 1.414 < 1.645, we do not reject H,,. That is, the samples

do not provide sufficient evidence, at the o = 0.05 significance level,
for the restaurant management to conclude that the advertising
campaign has increased the mean daily income.

Example 13.22 A feeding test is conducted on a herd of 25 milking cows to compare two diets,
one of dewatered alfalfa and the other of field-wilted alfalfa. Dewatered alfalfa has an economic
advantage in that its mechanical processing produces a liguid protein-rich by product that can be
used to supplement the feed of other animals. A sample of 12 cows randomly selected from the
herd are fed dewatered alfalfa; the remaining 13 cows are fed field-wilted alfalfa. From
observations made over a three-week period, the average daily milk production in pounds
recorded for each cow is:

Field-wilted alfalfa |44 44 56 46 47 38 58 53 49 35 46 30 41
Dewatered alfalfa |35 47 55 29 40 39 32 41 42 57 51 39

Do the data strongly indicate that the milk yvield is less with dewatered alfalfa than with field-
wilted alfalfa? Testar o = 0.05.

Solation. The means of two samples and estimate of common variance are
|44 44 56 46 47 38 58 53 49 35 46 3D 41 Ex] = 587
x; |35 47 55 20 40 39 32 41 42 57 51 3 =507
x? 1936 1936 3136 2116 2200 1444 3364 2809 2401 1225 2116 900 1681| X x? = 27273
x3 [1225 2209 3025 841 1600 1521 1024 1681 1764 3249 2601 1521 T 1} = 22261
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X = L . U T
n 1
5,2 2% _ 507 _ 4nas
ke ny 12
; 2 sa742
S(x, -% F = El-g_iﬂ_’_ L gpars L A28 L 16769
n
2 2
Yok sxpp = B SBEY. . shg ”ET = 840.25
2 7 =
— =82
oo [Za-EP I -F)? 76769484025 oo
r n1+n!-2 v 13 +12 -2

The objective of the sampling is to attempt to support the research ( alternative )} hypothesis
that the mean milk yield with dewatered alfalfa y, is less than with field-wilted alfalfa u,.

Consequently, we will test the null hypothesis that g, = g, against the alternative hypothesis
that i, < U,.

The elements of the one-sided left tail test of hypothesis are:

Null hypothesis Hy:py 2 f; = M, -4, 2 0(ie é; 20)

Alternative hvpothesis Hyi o < py = py—p; < 0(ie 8, < 0)

Level of significance: o =005

(X Biris f|]' = 3:1
Test statistic: e : follows a r-distribution under
g 2Ly H, with
" n ny i
Degrees of freedom: V=m+n-2=13+12-2 =23
Critical value: Leoa = taops = —1.714 { From Table 12}
Critical region: T =-1714
Decision rule: Reject H, if T < - 1.714, otherwise do not reject H,
(X; =X, ) =0 4225-45.15) -0
Observed value: el i I”' Rl r |5 : = -0.87
o 836 f -+ —
Al 1> n, d i G S
Conclusion: Since r = - 0.87 > — 1714, we do not reject H,: p, 2 p;

against Hy: p, < f,.

Example 13.23 Two random samples taken independently from normal populations with an
identical variance vield the following results,
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Sample Size Mean Variance
I n = 12 =10 & = 1200
I ny = 18 =25 5, = 900

Test the hypotheses that the true difference between the population means is at most 10, that is
M, = py = 10, against the alternative that i, — u, > 10 at 5% level of significance.

Solution. The estimate of common variance is

(m, =1)55 + (n, —1)§2
5, = > =
= no+n, =2

_ [(12=1)1200 + (18 -1)900
- 12 + 18 = 2

= 319

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the mean of second population g, is greater than that of first population g, by more than

10 points. Consequently, we will test the null hypothesis that g, — p, < 10 against the
alternative hypothesis that y, — u, > 10

The elements of the one-sided right tail test of hypothesis are:

Null hypothesis Hy: fty — i, S 10 (e dy<10)
Alternative hvpothesis Hy: g, — > 10 (i.e. 8, > 10)
Level of significance; o = 005 =5 l —a = 095
(fl b ‘?l Y= En
Test sraristic: { = follows a ¢-distribution under
1 1 ; .
5 et g realhr H;, with
oy o fy
Degrees of freedom: V=um+n-2=12+18-2 = 28
Critical values: fvo—ne = by pos = L1701 { From Table 12)
Critical region; = 1.7Mm
Decision rule: Reject Hy if T > 1.701, otherwise do not reject H,,.
X, —-x) -4 5 — i
Observed value: t = (5 - %) = (BI=1y = 10 = 0421
T | [1 1
s —+— el — + —
Y n, ", 112 18
Conclusion: Since ¢ = 0.421 < 1701 = 15 ;4. we do not reject H,,.

Exercise 134

1. (@) For each of the following sets of data. perform a test to decide whether there is a
significant difference between the means, u, and .. of the normal populations from
which the samples are drawn,
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152
n | Xx o] ny | Xixs ol Hypotheses o
(i) 100 | 4250 30 B0 | 3544 35 Hy:py = Hy 5%
Hy iy # My
(i) 20 95 2.3 25 135 2.5 Hy:py 2 1y 2%
Hi:p, <,
(iif) 50 | 1545 6.5 50 | 1480 7.1 Hy:py S Y, 1%
' Hi:py > Hy
n | T n, ¥ x, | Common Population Hypotheses o
standard deviation ¢
(iv) | 100 12730 100 12410 10.9 Hy: i, S |, 5%
Hyipy > iy
(v) 30 | 192 45 315 1.25 Hyipy 2 U, 1%
Hi:@p < U,
(vi) | 200 |18470 300 27663 0.86 Hy:py = py 10%
Hyipy # 1y
m | Ty |X(x-%)P| m |Zx,|Z(x,-%,)°| Hypotheses | a
(vif) 40 | 2128 B10 50 | 2380 772 Hy:p, s Hy 3%
: Hypy > py
(viii) | 80 | 6824 | 2508 100 |8740| 3969 | Hyipy = 4, 2%
Hiipy # M,y
(ix) 65 | 5369 BERO 80 | 4672 5026 Hy:p,— g, <20 1%
Hy:p—p, >20
| D Since z = —2.096 < — 1.96 = 2,4, Wereject Hy:pt; = M, in favour of
Hiijy # Uy
(i) Since z = - 1.402 > - 2054 = gz,, . we donot reject Hy: gy 2},

(i)

(iv)

(v}

{vi)

against H : 4, < H,.

Since z = 2493 > 2326 = zp9. Wereject Hy: jt; = U, in favour of
Hytpy > fy.

Since z = 2076 > 1.645 = z4q5, We reject Hy: 4, = [, in favour of
Hy: fy > s :

Since z = —2.036 > —2.326 = z,,,, wedonotreject Hy: 4, 2 p, against
Hpi:p, < i,.

Since z = 1.783 > 1.645 = z,4. We reject Hy: g, = [, in favour of

Hy: iy + Uy



Hypotheses Testing 153

(vii) Since z = 1.752 > 1.645 = z54. wereject Hy: yty < j, in favour of
Hyi By = Hy.

(viii) Since zy = —2.326 < z = —2351 < 2326 = 2z, We do not reject
Hy: W, = j, against Hy: py # p,.

(ix) Since z = 2453 > 2326 = 744, Wereject Hy: g, = i, S 20 in favour
of Hy: p, - y, > 20.]

(b) A simple sample of heights of 6400 Englishmen has a mean of 67.85 inches and a
standard deviation of 2.56 inches, while a simple sample of heights of 6400 Australian
has & mean of 68.55 inches and a standard deviation of 2.52 inches. Do the data indicate
that Australians are on the average taller than the Englishmen?

{ Since z = 15.589 > 1.645 = z,,,, wereject Hy: py S p against Hy: [y > i,

at o = 0.05. }

2. (@) A random sample of 100 professors in private colleges showed an average monthly
salary of Rs. 5000 with a standard deviation of Rs. 200. Another random sample of
150 professors in Govt. Colleges showed an average monthly salary of Rs. 5600 witha
standard deviation of Rs. 250. Test the hypotheses that the average salary for the
professors teaching in Govt. Colleges does not exceed the average salary for professors
teaching in private colleges by more than Rs. 500. Use o = 0.01.
{ Since z = 3499 > 2326 = gz, wereject Hy: i, — i) = 500 in favour of

H: p, = gy > 500}

(b) A random sample of 80 light bulbs manufactured by company A had an average
lifetime of 1258 hours with a standard deviation of 94 hours, while a random sample
of 60 light bulbs manufactured by company B had an average lifetime of 1029 hours
with a standard deviation of 68 hours. Because of the high cost of bulbs from company
A, we are inclined to buy from company B unless the bulbs from company A will last
over 200 hours longer on the average than those from company B. Run a test using
o = 0.01 to determine from whom we should buy our bulbs,

[ Since z = 2.118 < 2326 = 1z, wedo notreject Hy: fy — 4, < 200 against

Hy: gy — gy > 200.)

3. (@) A farmer claims the average yield of corn of variety A exceeds the average yield of
variety B by at least 12 bushels per acre. To test this claim, 50 acres of each variety
are planted and grown under similar conditions. Variety A yields on the average 86.7
bushels per acre with a standard deviation of 6.28 bushels per acre, while Variety B
yields on the average 77.8 bushels per acre with a standard deviation of 5.61 bushels
per acre. Test the farmer's claim using a 0.05 level of significance.
{ Since z = —2.603 < — 1.645 = z;,,, wereject Hy: 4, — U, = 12 in favour of

Hy: py— By < 12.)
(b) An examination was taken to two classes of 40 and 50 students respectively. In the

first class, mean grade was 74 with a standard deviation of 8, while in the second class
the mean grade was 78 with a standard deviation of 7. Is there a significance
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4. (a)

(b)

(e)

5. (a)

(&)

difference between the mean grades at 1% level.
| Since zggpe = - 2576 < z = 2490 < 2576 = Zn.ees» We do not reject

Hy: py = p, against H:p, # p,.)
A random sample of 100 light bulbs manufactured by company A had a mean lifetime
of 1230 hours with a standard deviation of 80 hours, while a random sample of 121
light bulbs manufactured by company B had a mean lifetime of 1200. hours with a
standard deviation of 66 hours. Are the mean lifetimes of bulbs manufactured by two
companies are significantly different?
{Since z = 3 > 1960 = z,,,. we reject Hy: p, = p, in favour of
Hyip # p,.}
A random sample of 200 villages was taken from Faisalabad District and average
population per village was found to be 498 with a standard deviation of 50. Another
sample of 200 villages from the same district gave an average population 510 per
village with a standard deviation of 40. Is the difference between the average of the two
samples statistically significant 7
{ Since z = -2.650 < - 1.960 = z;..., we reject H,: M4, = M, in favour of
H:u # u,.}
The means of simple samples of 500 and 400 are 11.5 and 109 respectively. Can
the samples be regarded as drawn from a population of standard deviation 5 ?
| Since Zpps = - 1960 < z = 1.789 < 1960 = :z,.... we do not reject
Hyt py = p, against Hy: py # p, .}
Describe the procedure for testing the equality of means of two normal populations for:
(i) Large samples,
(if}  Small samples

For cach of the following sets of data, perform a test to decide whether there is a
significant difference between the means, g, and y,, of the normal populations from

which the samples are drawn.

mo| x| E(x-%) [ n | Tx, |Ttx,-%)| Hypotheses o

(3]

(if) 5 | A785 3623 7 | 9716 308.6

(iii) 8 | 2384 296 10 206 145

(iv) 12 | 116,16 45.1 I8 | 156.96 72

e o

6 171 83 T 164.5 112 ne My S Hy 3%
e I T
Sl =y 5%
Dy * U,
Py =4 1%

1“.‘#1}4

o -

=

10%

o
RS
|
S
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(e)

6. (a)

(b)

7. (@)

by

{ () Since t = 2.135 > 1.796 = 1.9, Wereject Hy: g, < j, in favour of
Hy:wy > u,.
(i) Since tigps = — 2228 < t = —0567 < 2228 = l5 4750 WE do not
reject Hy: li, = p, against Hj: p, # U,.
(iif) Since r = 2.088 < 2583 = . 09, Wedonot reject Hy: gy — f; < 4
against H: u, — ¢, > 4.
(iv) Since fyg 05 = — 1701 < ¢ = 1260 < 1701 = 155 g5, We do not reject

Hy: py, = p, against Hy: p, # U,.}
Eight pots, growing three barley plants each, were exposed to a high tension discharge

while nine similar pots were enclosed in an earthen wire cage the number of tillers
{ shoots ) in each pot were as follows:

Caged 17 18 25 27 29 27 23 17 28
Electrified 16 16 20 16 21 17 15 20

Discuss whether the electrification exercises any real effect on tillering.
3058 > L753 = 5,095, We reject Hy: gy S p, in favour of

| Since ¢+ =
H:p >, ata=005}

A random sample of 6 cows of breed A had daily milk yields in Ib., as 16, 15, 18,
17, 19 and 17 and another random sample of 8 cows of breed B had daily milk
yields in Ib., as 18, 22, 21, 23, 19, 20, 24 and 2I. Testif breed B is better than
breed A at o = 0.05.

{ Since t = 4162 > 1782 = 15 g5, We reject Hy: g, =

Helophs >}
The heights of six randomly selected sailors are in inches: 62, 64, 67. 68, 70 and 71.
Those of ten randomly selected soldiers are 62, 63, 65, 66, 69, 69, 70, 71, 72 and
73. Discuss in the light of these data that soldiers are on the average taller than sailors.
Assume that the heights are normally distributed.

0526 = 1.761 = we do not reject Hy: p, = M,

y, in favour of

{ Since r = Hagose against
Hi:p, > g ato = 005}
The weights in grams of 10 male and 10 female juvenile ring-necked pheasants are:

Males 1293 1380 1614 1497 1340 1643 1466 1627 1383 1711
Females | 1061 1065 1092 1017 1021 1138 1143 1094 1270 1028

Test the hypothesis of a difference of 350 grams between population means in favour
of males against the alternative of a greater difference.

{ Since t = 1.007 < 1.734 = t; 0. We donotreject Hy: g — fi, s 350 against
Hp:p -y, >350 at o = 0.05]
The following data are the gains in weight, measured in pounds, of babies from hirth to

age six months. All babies in both groups weighed approximately the same at hirth. The
babies in sample 1 were fed formula A, and babies in sample 1T were fed formula 5.
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8. (a)

(b)

9. (a)

(b)

(Assume that the experimenter has no preconceived notions about which formula might
be better).

Sample | 5 7 8 9 6 7 0 8 6
Sample 11 9 6§ 6 8 7 9

Test at the 5% level of significance that the mean of population I equals mean of
population II.

{ Since t,. 0005 = —2145 < 1t = - 1.083 < 2.145 = 1,4, 5475, We do not reject

Hy:pty = W, against H;: oy, # U,.}

From the area planted in one variety of value, 54 plants were selected at random. Of
these plants, 15 were “Off-types” and 12 were “Abberrant”. The rubber percentages
for these plants were:

Off-types | 621, 570, 604, 447, 522, 445 484, 588
582, 609, 559, 606, 559, 674, 5.55.
Aberrants 4,28, T.71, 6.48, i e 7.37, 7.20, 7.08, 6.40,
893, 591, 551, 6.36.

Test the hypothesis of no difference between the two means. Also compute a 95%
confidence interval for the difference of two population means,

{ Since + = —3.120 < -2.060 = 145005, We reject Hy: u, = 4, against
Hyipy # py; 0383 <y, — < LB7L)

The 1.Q.'s of 16 students from one area of a city showed a mean of 107 with a
standard deviation of 10, while the 1.Q.'s of 14 students from another area of the city
showed a mean of 115 with a standard deviation of 8. Is there a significant difference
between the 1.Q."s of the two groups at (7} 0.01 and (i) 0.05 level of significance 7

{ (i) Since fy qpps = —2.763 < 1 = =2395 < 2763 = t55 (495, We do not reject
Hy: f, = i, against H: g, # u, at a = 0.01.

(if) Since 1 = -2395 < —2.048 = 1,0 00, We reject Hy: p, = p, against
Hpo gy # U, at oo = 0.05. )

Means of random samples, each of size 10, from two normal populations with the same
standard deviation were found to be 16 and 20 respectively. Further, the sample
standard deviations were equal to 5 and 7 respectively. Test the hypotheses that the
populations have the same mean, using 0.05 level of significance.

{ Since fi00s = —2.101 < 1 = - 147 < 2101 = Hg. o075 WE do not reject
Hy: g, = p, against Hy: iy, # U, .}

A random sample of size n;, = 10, selected from a normal population has a mean
¥, = 20 and a standard deviation 3"[ = 5. A second random sample of size n, = 2

selected from a different normal population has a mean ¥, = 24 and a standard

deviation §, = 6.1f u, = 22 and p, = 19 and ¢} and o} are unknown but
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10. (a)

(&)

()

approximately equal, test whether there is any reason to doubt that p, - 4, = 3.
{ Since t = —2.934 < - 2.086 = 15 qps, WETEjECt H: {1y = fy = 3 in favour of
Hp:p,—-p, # 3aa=005}

The following values are obtained by two different samples while sampling a normal
population with f = 3.0 and o = 0.5. Using these data solve the following problems:

A 27 39 26 2% A2 34 2 30 B 3
B T VT o S B Ly S S
(i) Combine the data into one set and test the hypothesis H,: yu = 3.0 against
Hy: p# 3.0, '

(i) Assuming that o is unknown test the hypothesis H,: u, < U, against
Hi:p, > py.Use o = 0.05 in both cases.
[ (i) Since zpp5 = = 196 < z = 0626 < 1.96 = 1z, we do not reject
H,: p = 3 against H;: y, # 3.(ii) Since 1 = 0.694 < 1,734 = f5.00s. we do
notreject Hy: U, < Hp against H;: p, > Ug. |
A group of 12 students are found to have the following 1.Q.'s:

112, 109, 125, 113, 116, 131, 112, 123, 108, 113, 132, 128

Is it reasonable to assume that these students have come from a large population whose

mean 1.0Q.'s is 1157

Another group of 10 students are found to have the following 1.Q."s:

117, 110, 106, 109, 116, 119, 107, 106, 105, 108

Can we conclude that both the groups of students have come from the same population?

{ () Since ty)gps = —2.201 < 1 = 1386 < 2.201 = t1.0.075+ We do not reject
Hy:p = 115 against H;:p = 115 at a = 0.05.

(i) Since t = 2608 > 2086 = 1,445, We reject Hy: g, = U, against

Hp:p, # p, at o= 005 )

A random sample of 16 values from a normal population gave a mean of 42 inches and
a sum of squared deviations from this mean as 135 (inches) °, Test the hypothesis that the
mean in the population is 43.5 inches.

Another random sample of 9 values from another normal population gave A mean of
41.5 inches and a sum of squares of deviations from this mean as 128 (inches)’, Test the
hypothesis that mean of first population equals the mean of the second population.

assuming that the variances of the two populations are equal.

[ Since fj5.005 = —2.131 < t = =2 < 2131 = ti5 g, We do not reject

Hy: p = 435 against H: u # 43.5)
Since fy;.pps = —2.069 < t = 0355 < 2.069 = 1y g5, We do not reject
Hy: p, = p, against Hy: p, # p,}

L 4
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13.5 INFERENCES ABOUT THE DIFFERENCE BETWEEN
TWO POPULATION MEANS—DEPENDENT SAMPLES

There are many situations that require matched-pair comparisons. This method is
appropriate when the observations of two dependent normal populations are compared. For
example, if we are making inferences about the difference between blood pressure before and
after administering a drug to heart patients, the blood pressure data after the drug is taken is
dependent of the blood pressure before the drug is taken.

When matched samples are employed for making inference about the difference
berween two population means g, — [, it turns out that the procedures simplify to those for a

single population mean 4. Suppose that we have an extreme and simplified form paired
observations with pairing of before and after measurements. To analyse paired experiments, we
consider for each pair the measurement before and after any conditions as variables X and ¥,
respectively,

Suppose that X is a normal random variable with mean 4, and variance o7, i. e,
X ~ N(g,, of) Y isa normal random variable with mean y, and variance o2, i e,

Y ~ N(i,, 03): X and Y are dependent. We wish to estimate Ha = iy,

We consider for each pair the difference between the random variables X and ¥ and
denote this random variable by D,

0D=r-X
We now consider the population of differences so obtained. We denote the mean of this

population of differences by u,, and variance by @3,, which are given by

Hp = M — I

0p = 03+0;-2po, o0,

A simple random sample of size n is selected from this population of differences. Let

X; and ¥, denote the before and after measurements respectively, for the i-th object in the
random sample, so (X, ¥ ) is a marched pair of observations.

Thus (X, ¥), (X,, ), -+, (X,, ¥, ), is a random sample¢ of n paired
observations from the bivariate normal distribution with parameters given by g, = E( X ),
By = E(Y), 0f = Var(X), 0} = Var(Y),and p = Corr(X.Y) = Cov( X, Y)f(0,0,).

The object is to make inferences about p, = g, — u,. To measure the change in
measurements of the i-th object, we use the difference

B-%.%= X, i=1,2-.n

I i

then D, D,, ---, D,  are independently and identically distributed random variables

with common normal distribution having mean u,, and variance r.:rf, ;
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Now these differences D, = ¥, - X, i = 1, 2, -+, n may be thought of as a
random sample of differences from a population of differences. We calculate the mean of the
sample differences D|, D,, - -+, D, denoted by D . This statistic D is a random variable that

has a sampling distribution with g, by the earlier procedures for 4 single population mean, but
we are really estimating M, = 4, — p,, the difference between the means of the two
populations. The random variable

o

~ Hp
o g =
ﬂ.l"\fq

follows a r-distribution with v = n - 1 degrees of freedom, where

Ly

XD,
zi = i=]

n

3(D,-D)®  XD?-nD?
j; = i=l & sl

n—1
t W 2
n E:I)r = [ }: ih j
i=1 i=]
> nin-1)

13.5.1 Test of Hypothesis about p;, = u, — 4,. Like the construction of confidence
intervals for yp, = p, — p;.wstson U, = Y, — {, for the case of dependent (matched)
samples parallel those for single population. Mean of the sample differences D correspond to X,
mean of population of differences u, = p, — y, comesponds to Y and o, corresponds o.
Small sample test of hypothesis H: g, = &, is based on the test statistic

T:?_%

Sflfgf;:

which has a -distribution with v = n — 1 degrees of freedom.

The summary of the procedure of testing a hypothesis about the difference between means of two
normal populations with matched pairs of observations, at a given significance level o, for the
three respective alternative hypotheses is shown in the following table.
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Testing difference between means of two normal populations, Dependent samples:

Summary of procedure for 3 alternatives

’_" Choose alternative hypothesis
Hy: py 2 8, ot b 50, Hy: pp = &,
Hy: pp < 8 Hy:pp > 8 Hy: pp # 6,
Set level of significance: o
.. D=3
) SD-"IIF
D = ,,_._E i 5= _Ir‘._.‘._}
n J n=1
Reject H, if Reject H,, if Reject H,, if
v 3% T>t.-qa T <t 4900
v = n-1 T}rl';l.—l:l."z
Caleulate the observed value of test statistic
o =y
s van
Sm'\lr;;
. vd. ) T(d, —d)*
d = J ED - -
n n—1
We reject H,, if We reject H,, if We reject H,, if
1 <thiq t>0h.-a t <l g OF
otherwise we do otherwise we do £2 0002
not reject H, not reject H, o T
not reject H

Assumptions. To make valid inferences about the difference between means of two normal
populations with matched pair of observations (dependent samples) the following assumptions

must be met.
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{(f) A random sample of n differences must be selected from the population of differences
(if) The population of differences must be (approximately) normally distributed.

The assumptions of an underlying normal distribution can be relaxed when the sample
size is large. Applying the Central Limit Theorem to the differences Dy, D5, <+ +, D, suggests a

nearly normal distribution of (D — pnj/{jﬂ/ﬁ} when n is large ( say greater than 30 ).

Example 13.24 A new weight reducing technique, consisting of a liguid protein diet, is
currenily under going tesis by the Food and Drug Administration (FDA) before its introduction
into the market. A typical test performed by the FDA is the following. The weights of a random
sample of 5 people are recorded before they are introduced to the liguid protein diet. The five
individuals are then introduced to follow the liguid protein diet for 4 weeks. At the end of this
period, their weights (in pounds) are again recorded. The results are listed in the table,

Person 1 2 3 4 5
Weight before | 150 195 188 197 204
Weight after 143 190 185 191 200

Perform a test of hypothesis at the 5% level of significance if the mean weight is smaller after
the diet is used than before the diet is used.

Solution. The mean and standard deviation of the sample differences are

Person Weight Difference
Before After (after minus before)
i x; Y, dp = ¥ - % dp
1 150 143 -1 49
2 195 190 -5 25
3 188 185 -3 9
4 197 191 -6 36
5 204 200 . -4 16
Sums -25 135 -
d = 2% 2B =5
n 5
1% Td? - nd? - Jlaﬁ—s{—ﬁ}l ~
n—1 5-1

The experimenier believes that the mean weight after is smaller than before, then the mean “after
minus before” difference p, is less than zero. Hence p,, < 0 is the alternative hypothesis. The

elements of the one-sided left tail test of hypothesis are:
Null hypothesis Hy: iy 2 0

Alternative hypothesis Hy: i, < 0
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Level of significance:

Test statistic:

Degrees of freedom:

Critical value:

Critical region:

Decision rule:

Observed value:

Conclusion:

o = 0.05
D - 9y famrp i :
T follows a r-distribution under H, with
Sp/n
v=n-1=5-1=4
fyoo = Tpos = =2132 ( From Table 12)
T <-2132
Reject H, if T < —2.132, otherwise do not reject H;.
d -8, -5-0

= = =T7.076

T TV

Since t = =7.076 < - 2.132, so wereject H,.

Example 13.25 Productivity ( units produced per day ) for a random sample of 10 workers
was recorded before and after training, The following paired observations were obtained.

Werker

- T YOS R iy MR R T 1

Productivity before | 54 56 50 52 55 52 56 53 53 60

Productivity after 60 59 57 56 56 58 62 55 54 64

Perfarm a test of hypothesis ar the 1  percent level of significance to determine if mean
praoductivity is greater after training than before training.
Solution. The mean and standard deviation of the sample differences are

Worker Units produced per day Difference
Before After (after minus before) = =
i x; ¥; d =y -x d, —d (d -d)
1 54 G0 6 2 4
2 56 59 3 -1 1
3 50 57 7 3 9
4 52 56 4 0 0
5 55 56 1 -3 9
f 32 58 6 2 4
7 56 62 6 2 4
8 53 55 2 -2 4
9 53 54 1 -3 9
10 60 o < 0 0
Sums Yd, =40 Yd,-dy =4
- xd 40
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The experimenter believes that the mean productivity after is greater than before, then the
population mean “after minus before” difference My, is greater than zero. Hence g, > 0 is the
alternative hypothesis. The elements of the one-sided right tail test of hypothesis are:

Null hypothesis Hyt iy, 20
Alternative hypothesis Hi:py = 0

Level of significance: o = 0.01 =5 1 - = 099
A, D - §, ;

Test statistic: s —&«—5—= follows a r-diswribution under H,, with
Sﬂ ."f'\r;

Degrees of freedom: V=n-1=10-] =0

Critical value: Iijeg = 19,059 = 2.821 { From Table 12 )

Critical region; T > 2821

Decision rule; Reject H, if T > 2.821, otherwise do not reject H,:
T 5 gl

Observed value: t = g e’ s _ 0 = 572
fo/n 221/ 10

Conclusion: Since f = 572 > 2.821, we reject H,

Example 13.26 A company is interested in hiring a new secrefury. Several candidates are
interviewed and the choice is narrowed to two possibilities. The final choice will be based on
typing abiliry. Six letters are randomly selected from the company's file, and each candidate is
required 1o type cach one, The number of words typed per minute is recorded to each candidate.
The duata are listed in the following table,

Letter | 2 3 4 5 4]
Candidate A 62 &l 65 58 59 64
Candidate B 59 (1] 61 57 55 ou |

Do the date provide sufficient evidence to indicate a difference in the mean number of words
typed per minute by the two candidates. Test using o = 0.02,
Solution. The mean and standard deviation of the sample differences are

Letter Number of words typed by Difference
Candidate A Candidate B { A minus B )
i X; ¥ di = x,— v d?
1 62 59 3 9
2 60 60 0 0
3 65 6l 4 16
4 58 57 | 1
3 59 55 4 16
6 i 60 4 16
| Sums 16 58
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d = zd'l :-Lﬁ—-_-zrﬁ-ﬁ?
b G

2L 2 - *
2 Jﬂzd.- (Zd,) =J5{533 U8 = 1

F n(n — 1) 606 — 1)

The experimenter believes that the mean typing rate differs for the candidate A and B, the
population mean “A minus B difference p;, is not equal to zero. Hence i, # 0 is the

alternative hypothesis. The elements of the two-sided test of hypothesis are:
Null hypothesis ~ Hy: fip = 0

Alternative hypothesis Hi:p, # 0

Leve! of significance: a=002 = af2=001 = 1-0of2=09

D - g :
Test statistic: = ._‘_F?ﬂ_ follows a t-distribution under H, with
‘!;;i.!."'\njl’F
Degrees of freedom; ven-1=6-1=75
Critical values: tyga = ls.om = —3.365,

fuii—a2 = 500 = 3365  (FromTable 12)

Critical region: T<=3305 or T > 3365

Decision rule: Reject H, if T < -3365or T > 3.365, otherwise do not reject Hj.
i 667-0

Observed value: t = — S = Eﬁﬁ?lf g = 3.731
ipfn L1516

Conclusion: Since r = 3.731 > 3.365, so we reject Hj,.

Example 13.27 An experiment was performed with seven hop plants. One half of each plant
was pollinated and the other half was not pollinated. The yield of the seed of each-hop plant is
tabulated as follows: :

Plant Pollinated Non-polfinated
1 0.78 0.21
2 0.76 0.12
3 0.43 0.32
4 0.92 0.29
5 (.86 0.30
6 0.59 0.20
) 0.68 0.14
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Determine at the 5% level whether the pollinated half of the plant gives a higher yield in seed
than the non-pollinared ni:gﬁ State the assumptions and hypothesis to be tested and carry through
the computations to make a decision

Solution. The mean and standard deviation of the sample differences are

Plant Yield in seed Difference
Pollinated  MNon-pollinated (Pollinated minus Non-pollinated)
i - ¥ = - : d}
1 0.78 0.21 0.57 0.3249
2 0.76 0.12 0.64 0.4096
3 0.43 0.32 0.11 0.0121
4 0.92 0.29 0.63 0.3969
5 0.86 0.30 0.56 0.3136
6 0.59 0.20 0.39 0.1521
7 0.68 .14 0.54 0.2916
Sums 3.44 1.9008
F w2l B
n 7

5 2 R 2
§D=\’n2d,. (3d,) =J?u.9ms] GaE s

. min =1) 77T -1)
The experimenter believes that the pﬂ%iiﬂﬁl&d half gives a higher mean yield in seed,
then the alternative hypothesis is g, = 0. The elements of the one-sided right tail test of
hypothesis are: ;
Null hypothesis Hy: i =2 0
Alternative hypethesis Hi: gy > 0
Level of significance: a = 005 = 1l —o = 095

. Di=§ : .
Test statistic: T = —F% follows a r-distribution under H,, with
5oTin
Degrees of freedom: v=n-1=7-1=258
Critical values: tyi—a = lgogs = 1943 { From Table 12 )
Critical region: T > 1.943
Decizion rule: Reject H, if T > 1.943, otherwise do not reject H;.
d -8 0.491 - 0
Observed value: t = — g = . = 6939
ipfdn  oasm2/f71
Conclusion: Since t = 6.939 > 1.943, se we reject H,, and conclude that the

data provides a sufficient evidence that pollination gives a higher mean
yield in seed.
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Exercise 13.5

L. (a)

(b)

2. (a)

(b)

Haemoglobin values were determined on six patients before starting and after three
weeks on By, Therapy. The following data were obtained

Individual | Haemoglobin (gm) Haemoglobin (gm)
Number Before Therapy After Therapy

1 122 13.0

2 11.3 13.4

3 14.7 16.0

-4 1.4 13.6

5 1.5 14.0

6 12.7 13.8

Do the data indicate a significant improvement ?
( Since t = 5927 > 2015 = . ,0., We rgject Hy: g, < 0 in favour of

H:u, >0)

Eleven school boys were given a test in Drawing. They were given one month's further
tuition and a second test of equal difficulty was held at the end of it.

Marks in Ist test 23 20 19 210 18 200 18 (17 23 W 19
Marks in 2nd test 24 19 22 18 2 22 D 20 2 200 17

Do the marks give evidence that the students have benefited by the extra coaching?

( Since 1 = 0956 < 1.812 = 1, ;4,50 we do not reject H,: p, < 0 against
H: ity >=0)

A taxi company is trying to decide whether the use of radial tires instead of regular
belted tires improves fuel economy. Twelve cars were equipped with radial tires and
driven over a prescribed test course. Without changing drivers, the same cars were then
equipped with regular beited tires and driven once again over the test course. The
gasoline consumption in km per litre, was recorded as follows:

Radial tires 42 47 66 70 67 45 57 60 74 49 6.1
Belted tires 41 49 62 69 68 44 57

3.2
538 69 47 60 49

At the 0.025 level of significance. can we conclude, that cars equipped with radial tires
give better fuel economy than those equipped with belted tires ? Assume the population
to be normally distributed.

(Since ¢ = 2490 > 2201 = fy.ne75. We reject Hy: p, = 0 in favour of
Hi: gy >0)

A certain stimulus administered to each of the nine patients resulted in the following
increase in blood pressure:

5, 1, 8, 0, 3 3, 3,
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3 (a)

(b)

4. (a)

(B)

Can it be concluded that blood pressure in general is increased by administering the
stimulus?

(Since 1 = 3.0 > 1.86 = 1, 5. Wereject Hy: i, < 0 infavourof H;: p, > 0)
To verify whether a course in Statistics improved performance a similar test was given
to 12 participants both before and afier the course. The original grades recorded in
alphabetical order of the participants were 44, 40, 61, 52, 32, 44, 70, 41, 67, 72, 53
and 72. After the course the grades were, in the same order, 53, 38, 69, 57, 46, 39,
73, 48, 73, 74, 60 and 78,

()  Was the course useful, as measured by performance on the test 7 Consider these
12 participants as a sample from a population.

(if) Would the same conclusion be reached if the tests were not considered paired ?
(use 5% level of significance in both cases ).

{ (i} Since t = 3445 > 1.796 = 1,,.44s. We reject Hy: g, < 0 in favour of

H: pp, =0
{if) Since t = 0863 < L717 = 1ty 505, We do not reject Hy: g, — 4, = 0

against H,: g, -y, =0},

The time required by 10 persons to perform a task in seconds before and after receiving

a mild stimulant are given in the accompanying table.

Before 34 45 31 43 40 41 33 29 4] 37

After 29 42 32 29 36 42 26 28 38 33

Test the hypothesis that there is no difference between the mean times in the “before”
and “after” populations. As an alternative, assumed that the after population will have a
lower mean. Use 5% level of significance.

(Since + = -283 < - 1833 = 1y 0. We reject Hy: i, 2 0 in favour of
Hy: gy < 0)

Ten young recruits were put through a physical training programme by the army. Their
weights were recorded before and after the training with the following results:

Recruit 1 . 3 4 5 f i B 9 10
Weight (Before) 127 126 162 170 143 205 168 175 197 136
Weight (After) 135 200 160 182 147 200 172 186 193 141

Using oo = 0.05, should we conclude that the training programme affects the average
weight of young recruits.
{ Since Ig.o0s = — 2262 <t = 1471 < 2262 = 1y 475, We do not reject

Hy: g, = 0 against H: g, # 0)

The following data give paired yields of two varieties of wheat. Each pair was planted in
a different locality.

Variety 1 45 32 38 57 60 38 47 Al 42 38
Variety II 47 34 60 9 63 44 - 49 53 46 41
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5. (a)

(b)

Test the hypothesis that the mean yields are equal.
(Since 1 = 6.725 > 2262 = 1y q475. We Teject Hy: gy = 0 in favour

of H:pp # 0)°

Twenty college freshmen were divided into 10 pairs, each member of the pair having
approximately the same L.Q. One of each pair was selected at random and assigned to a
Mathematics section using programmed materials only. The other members of each pair
were assigned to a section in which the teacher lectured. At the end of the semester each
group was given the same examination and the following results were recorded:

Pair Programmed materials Lectures
1 76 81
2 70 52
3 85 BT
4 58 70
5 91 86
6 75 Ti
7 82 S0
5 64 73
0 79 BS
10 85 83

Test the hypothesis that there is no difference between the mean scores in the
“programmed material” and “lectures” populations. Use 5% level of significance.
( Since Iy, = —2.262 < 1 = 0571 < 2262 = iy 975, We do not reject

Hy: pp = 0 against Hy: g, #= 0.

It is claimed that a new diet will reduce a person's weight by at least 10 pounds on the
average in a period of 2 weeks. The weight of 7 women who followed this diet were
recorded before and after a 2-week period.

Woman 1 2 3 4 3 ] 7
Weight (Before) 129 133 136 152 141 138 125
Weight (After) 130 121 128 137 129 132 120

Test the manufacturer’s claim at a 5% level of significance for the mean difference in
weights. Assume the distribution of weights before and after to be approximately
normal.

(Since t = 0910 < 1.943 = 1,4, we do not reject Hy: 4, < — 10 against
H:p, >-10)

L 4
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13.6 TEST OF HYPOTHESIS ABOUT THE DIFFERENCE
BETWEEN TWO POPULATION PROPORTIONS, &, - x,

There are many economic and management problems where we must decide whether
observed differences between two sample proportions come from common or different
populations. Such problems require a comparison between the rates of incidence of a
characteristic in two populations. :
13.6.1 Forms of Hypothesis. We are interested in tests about the parameter @, — n, . Let §,

be the hypothesized value of the difference between two population proportions, then the three
possible null hypotheses about the difference between population proportions, and their

corresponding alternative hypotheses, are:
l. Hy:®m-=%, 28, against H:m-xn <34
2. Hy:®;, - ®, < &, against H:m-m, > 8,
3. Hywm-% =34, against H:m-mn, 2§,
Depending upon the alternative hypothesis a one-sided left tail test is required for ( 1 );
(2) requires a one-sided right tail test, and (3 ) requires a two-tail test.

13.6.2 Test based on Normal Distributions. The unknown proportion of elements possessing
the particular characteristic in population I and in population Il are denoted by =, and &n,,

respectively. A random sample of size n, is taken from population I and the number of successes
is denoted by X, . An independent random sample of size n, is taken from population II and the
number of snccesses is denoted by X, . The sample proportions are:

X
B =L and P =
y [

An intuitively appealing estimator for m, — ®, is the difference between the sample proportions
F, = P,. When testing hypothesis about ®, — m,, we will use the sampling distribution of
B, — P, . The sampling distribution of F, — F, will have mean and standard error as

2 J'r:L{]—rr,} , J-m)

L ny

Bp-n = % =T o

For large sample sizes n, and n,, the random variable
(A-RK)-(m-m,)

T
Jntu-m L Fa(-m)

n fla

is approximately standard normal. The estimate of the standard error of F, — P, can be obtained
by replacing %, and 7, by their sample estimates P, and P, as

2 'JP.unP.J , BO-P)

A=K =

m Ty
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The random variable Z then becomes
7 = {ﬁ—ﬁ}—{n,—nﬂ:_
J_}li—_.ﬂ!l+ Py(1-P,)

"y N,

(ex) Testing the Hypothesis that the Difference between Two Population Proportions
Equals Some Non-zero Value. To test the more general hypothesis H,: 1, — 1, = §,, we use

the test statistic
(A -F) - Eu

A({1-=-5) 3 -fg__{]-ﬂ}
ny iy

(b) Testing the Hypothesis that Two Independent Populations have Same Proportion of
Successes. Our aim is to testthe null hypothesis of no difference H,: m, = n,. Under the null

hypothesis H;: m, - ®;, = 0, the two populations have equal proportions ©, = n,, we denote
the unspecified common population proportion by 7.

£ =

Since under the null hypothesis it is assumed that ©1, = ®, = =, then the sampling distribution of
£ - P, will have mean

Hp_p =R=-T =0

Jnu-m L ®0-m) =\/nu—m[i+i]
n, n, B on;

The unknown population proportion © involved in the standard error must now be replaced by
the sample proportion.

and standard error

T -py

The difficulty in making this replacement lies in the fact that we have two estimates of x, P, and
P, , since two different samples were collected, Which of these two estimates should be used to
estimate the unknown population proportion 7.

Since we wish to obtain the best estimate available, it would seem reasonable to use an estimator
that would pool the information from the two samples.

The proportion of successes in the combined sample provides the pooled estimate.
X +X, _ A +n,P,
o+, n +n,

T =

The estimate of standard error then becomes
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For large sample sizes n, and n,, the random variable

h -5

\’ft”uﬁ}[i+ ! ]
ne oMy

is approximately standard normal under the null hypothesis H,: m, - n, = 0.

Z =

The summary of the procedure of testing a hypothesis that the difference between two population
proportions equals some none-zero value, at a given significance level o, for the three respective
alternative hypotheses is shown in the following table.

Testing that the Difference between Two Population Proportions Equals Some
None-zero Value. Summary of procedure for 3 alternatives

—| Choose alternative hypothesis ]—
[

Hy:m —m, 28, Hy:® —-n, <8, Hy:® -m, =8,
H:m-n,<8, H:m-r,> 8, H:=® -=n,#6,
| Set level of si;gjliﬁcance: o |

- AT (F-F) -9,
JM s ad=r)
i"'1 iy
|
Reject H, if Reject H, if Reject H, if
Z<z, e Z < g5 00
| £>3_g

[ Calculate the observed value of test statistic

. (P — Pg}_ = ﬁﬂ
All=p) palt =)
ﬂl H:
We reject H, if We reject H, if We reject H, if
I<Iy AR z-f.zm.z or
otherwise we do otherwise we do 222 o2
not reject H, not reject H, otherwise we do
not reject H,
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The summary of the procedure of testing a hypothesis that two independent populations have
same proportion of successes, at a given significance level ¢, for the three respective altenative
hypotheses is shown in the following table.

Testing that Two Independent Populations have Same Proportion of Successes:
Summary of procedure for 3 alternatives
—1 Choose alternative hypothesis I——
Hy:m-m,20 Hy:m-my,=0

|
H:m-m#0

Hy:m -m,<0

Hl:.ﬂl—i‘l‘z:‘-‘ﬂ

|

Hj:ﬂl—?!z{ﬂ

Set level of significance: o
7 = (B-F)-0
Jﬁ:fhft}[i A ]
m s
T X, + X, B +n, B
o B m + My
Reject H, if Reject H, if Reject H, if
Z<z, L5 _q Z{zwzm‘
Z - Il_u“
I Calculate the observed value of test statistic
=) =0
o (P —py)
®(l - ﬁj L + L
Ry Ry
ntx mop+n,p,
n +n, n +n,
We reject H, if We reject H, if We reject H, if
<z 1 b5 - z{zquﬂr
otherwise we do otherwise we do I>Z g2
not reject H, not reject H, otharsise we do
not reject H,
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Example 13.28 A cigarette manufacturing firm distributes two brands of cigarettes. It is found
that 56 of 200 smokers prefer brand “A" and that 29 of 150 smokers prefer brand “B".
Test at 0.06 level of significance that brand “A” outsell brand “B" by at least 10% against
the alternative hypothesis that the difference is less than 10%.

x 56
Solution. We have = 200, = 56, =L = — = 028
on. We ha n X, Py = 300
x 29
n, = 150, ® = 29, p, = —&= = — = 0193
- i n, 150

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the difference between the two proportions of smokers m;, — =, is less than 0.1

Consequently, we will test the null hypothesis that m, — m, = 0.1 against the alternative
hypothesis that &, — m, < 0.1

The elements of the one-sided left tail test of hypothesis are:
Null hypothesis - Hy:m-m, = 01 (Le,8;, 2 01)
Alternative hypothesis H:®%-% < 01 (ie,d; < 0.1)

Level of significance: a = 006

Test statistic: Z = (B-5) -4 follows approximately
. R(l-F) 2 P,(1-P)  standard normal distribution

" ny under H;
Critical value: o= s = —=1335 { From Table 10 (a} }
Critical region: £ < —-1535
Decision rule: Reject H, if Z < —1.555, otherwise do not reject Hy.
Observed value: I = (B o7) — %

J_p,(l—F.} L (-p)
ny ny
. (0.28 - 0.193) — 0.10 e
0.28 (1-0.28) . 0.193 (1-0.193)
200 150

Conclusion: Since z = - 0287 > - 1555 = z5,. we do not reject

H,: m, = &, = (.10 and conclude that the data present sufficient
evidence to indicate that brand A outsells brand B by at least 10%.

Example 13.29 A firm found with the help of a sample survey (size of sample 900) that 0.75
of the population consumes things produced by them. The firm ihen advertised the goods in paper
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and on radio. After one vear, sample of size 1000 reveals that proportion of consumers of the
goods produced by the firm is now 0.8. Is this rise significant indicating that the advertisement

way effective?

Solution. We have

m o= 900. p =075 =n, = 1000, p, = 0.80

R B i i

900 (0.75) + 1000 ( 0.80 )

ny o+ ny

= 0.776

S00 + 1000

The objective of the sampling is to attempt to support the research ( alternative ) hypothesis
that the proportion of consumers after advertisement m, is greater than that of before =,

Consequently, we will test the null hypothesis that ®, < m, against the alternative hypothesis

that Ky > W,.

The elements of the one-sided right tail test of hypothesis are:

Null hypothesis

Alrernarive hypothesis

Level of significance:

Test statistc:

Critical value:

Crirical region;

Decision rule:

Observed value:

Conclusion:

Hymy s ® = m-m < 0(ie,§, s 0)
Hiitt, > % = K= > 0(he, 8 = 0)
a = 0.05 = 1l —o = 095

(P,-FA) -0

Z = follows approximately
&(1— ) 1 9 1 stundard normal distribution
n, n, under H,
_a = Zyos = 1.645 { From Table 10 () ]
Z > 1.645

Reject H, if Z = 1.645, otherwise do not reject H,,.

s {Pj T FI} = n'
Jﬁ{l-ﬁ;[L+L ]
By iy
s (0.8—0.75) — 0 e
Ju.??ﬁu —U.??ﬁ][ A e ]
900 1000

Since z = 261 > 1.645 = z,,,, wereject /i, and conclude that the

data present sufficient evidence to indicate the consumption afier
advertisement is higher than that of before.
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Exercise 13.6

L (a)

(b)

2. (a)

For each of the following sets of data, test the hypothesis that there is a common
proportion .

Sample 1 Sample 1
Sample Number of | Sample Numberof|  Hypotheses Level of
size Successes | size  Successes significance
(i} 150 125 200 176 Hy:m2zmn, 5%
H:m <,
(if) 1000 542 NN 427 Hy:m = n, 1%
H:m#n,
(i) 100 63 120 80 Hy: m, ==, 10%
H:m #n,
(v) 80 40 60 23 Hy: W, S X, 5%
H:m>m,
{() Since z = —1.245 > - 1.645 = gz, we donot reject Hy;: @, 2 =,

against H: my; < m,.

(i) Since z = 2.941 > 2576 = z;4,, wereject H;: m;, = =, in favour
of Hy: x; # =1,

(i) Since zy,c = - 1645 < z = —0.573 < 1.645 = gz;,,, we do not reject
Hy: m, = ®m, against H: ®, # =x,.

() Since £ = 1.373 < 1645 = Znoes. We donotreject H: m, = m, against
H:m = =,.}

In a population that have certain minor blood disorder, samples of 100 males and 100
females are taken. It is found that 31 males and 24 females have the blood disorder,
Can we conclude at 0.01 level of significance that proportion of men who have blood
disorder is greater than proportion of women? |

| Since z = LI109 < 2326 = gz, , we do not reject H,: n, < =, against

H:m > x®;. 1

The records of a hospital show that 52 men in a sample of 1000 men versus 23
women in a sample of 1000 women were admitted because of heart disease. Do these
data present sufficient evidence to indicate a higher rate of heart disease among men
admitted to the hospital?

[ Since z = 3413 > 1645 = g, we reject Hy: ©;, < =®, in favour of

Him > 7. )
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(b)

3 (a)

(b)

{c)

4. (a)

(b)

5. (a)

In a study to estimate the proportion of housewives who own an automatic dryer, it is
found that 63 of 100 urban residents have a dryer and 59 of 125 suburban residents
own a dryer. Is there a significant difference between the proportions of urban and
suburban housewives who own an automatic dryer? ( use a 0.04 level of significance ).
{ Since z = 2364 > 20537 = g4, 50 wereject Hy: ™, = =, in favour of

H:m # m,.}

A random sample of 150 light bulbs manufactured by a firm A showed 12 defective
bulbs while a random sample of 100 light bulbs manufactured by another firm B
showed 4 defective bulbs. Is there a significant difference between the proportions
defectives of the two firms?

{ Since zpps = —1.960 < z = 1.270 < 1.960 = z;4,5, we do not reject

H,:m, = =, against H:m;, # x,.)

In a random sample of BOO adults from the population of a large city 600 are found to
be smokers. In a random sample.of 1000 adults from another large city, 700 are
smokers. Do the data mdm{ue that the cities are significantly d.lﬂﬂl'ﬂnl with respect to the
prevalence of smoking amohg men?

(Since z = 2353 > 1960 =z, we reject’ Hy: &, = =, in favour of
H:m # Ry}

In two large populations, there are 30% and 25% respectively of fair haired people. Is

this difference likely to be hidden in a sample of 1200 and 900 respectively from the

two populations?

{ Since z = 2529 > 1960 = gz,,... wereject Hy: ™, = =, in favour of
H:m # n,at o= 005]

A machine puts out 16 imperfect articles in a sample of 500. After the machine is
overhauled, it puts out 3 imperfect arficles in a batch of 100. Has the machine been
improved? Use 5% level of mgmﬁ::aqm

(Since z = —0.104 > - 1.645 = 7. we do not reject H,: m, 2 m, against

H:mn, <m,)

In a random sample of 250 persons who skipped breakfast 102 reported that they
experienced mid moming fatigue, and in a random sample of 250 persons who ate
breakfast, 73 reported that they experienced mid morning fatigue. Use 0.01 level of
significance to test the null hypothesis that there is no difference between the
corresponding proportions against the alternative hypothesis that the mid moming
fatigue is more prevalent among persons who skip breakfast.

(Since z = 2719 > 2326 = z;4, we reject Hy: ®; < =m, in favour of

H:® >nr,)

A manufacturer of house-dresses sent out adverlising by mail. He sent samples of
material to each of two groups of 1000 women. For one group he enclosed a white

return envelope and for the other group, a blue envelope. He received orders from 9%
and 12% respectively. Is it quiie certain that the blue envelope will help sales.
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()

Use oo = 0.05.
(Since z = 2.19 > 1.645 = z,,,, wereject Hy: m, < m, infavourof H : m, > m,)

A random sample of 150 high school students was asked whether they would turn to
their father or their mother for help with a homework assignment in Mathematics and
another random sample of 150 high school students was asked the same gquestion with
regard to a homework assignment in English. Use the result shown in the following table
and the 0.01 level of significance to test whether or not there is a difference between
the true proportions of high school students who turn to their fathers rather than their
mothers for help in these two subjects:

Mathematics English
Mother. 59 85
Father: 91 63
(Since z = 3016 > 2576 = g4, We reject Hy:m, = m, in favour of
Hyimy #0,)
Exercise 13.7
Objective Questions
= Fill in the blanks.

(£} A statistical —— is an assertion about the distdbution

of one or more random variables. {hypothesis)

L

(i) A statistical hypothesis ——— is a procedure to

determine whether or not an assumption about some

parameter of population is supported by an observed random

sample. (testing)
(ii) A ——— hypothesis is that hypothesis which is tested

for possible rejection under the assumption that it is true. {null)
(i)  An ——— hypothesis is that hypothesis which we are

willing to accept when the null hypothesis is rejected. (alternative)
(v) The ——— hypothesis always contains some form of an

equality sign. {null)
(vi) The ———— hypothesis never contains the sign of equality

and 1s always in an inequality from. {alternative)
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(vii) A statistic on the basis of which a decision is made about the
hypotheses of interest is called ———

(viii) A ——— region specifies a set of values of the test
statistic for which the H is rejected.

(ix) An ——— region specifies a set of values of the test
statistic for which the H;; is not rejected.

{x)  The values of the test statistic which separate the rejection
region from acceptance region are called
values.

(xi) If the critical region is located equally in both tails of
the sampling distribution of test statistic, the test is called

lest,

(xii) If the critical region is located in only one tail of the
sampling distribution of test statistic, the test is called
— AL

2. Fill in the blanks.

() A value of the test statistic is suid to be statistically

if it falls in the acceptance region,

(i) A value of the test-siatistic is said o be statistically
significant if it falls in the region.

(iii)  If the null hypothesis is false, we may accept it leading to a

decision,

(v} If the null hypothesis is false, we may reject it leading to a

decision.

(V) A————error is made by rejecting H,, if H,, is actually
true.

(vi) A ——— emor is made by accepting H, if H, is
actually true.

(vif}  The level of ——— of a test is the maximum probability

with which we are willing to a risk of Type-1 error.

(fest sratistic)

(rejection)

(accepting)
(critical)
(rwo-tailed)

(one-railed)

(insignificant)
(critical)
(wrong)
{correct)

(Type-1)
(Type-1I)

(significance)
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(viii) The level of ———— is the probability of accepting a true
null hypothesis, (confidence)
{ix) ~ The ———— of freedom is the number of independent or
freely chosen variables. (degrees)
3 Mark off the following statements as True or False,
(i)  The types of statistical inferences are estimation of
parameters and testing of hypotheses. (true)
(if) A null hypothesis is rejected when a rtest statistic has a
value that is not consistent with the null hypothesis. (true)
(iif) The probability of accepting the true null hypothesis is
called the level of significance. (faise)
(iv) The probability of rejecting the wue null hypothesis is
called the level of confidence, (false)
(v)  The probability of accepting the true null hypothesis is
called the level of contidence. (true)
(vi)  An assumption made about the population parameter which
may or may not be true is called statistical hypothesis. (true)
{(vii) The null hypothesis and alternative hypothesis are
complementary 1o each other, {rrue)
(viii) The null hypothesis H,, always contain some from of an
equality sign. (frue)
(ix)  The alternative H, never contains the sign of equality. (true)
4, Mark off the following statements as True or False.
(i) The level of significance is the probability of accepting a
null hypothesis when it is true. (false)
(i} A null hypothesis is rejected if the value of test-statistic is
consistent with the H. (false)
(iify  The Type-I error is considered more serious than a Type-II
erTor. (true)
(v) A value of the test-statistic is said to be statistically
insignificant if it falls in the rejection region. (false)
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iv) A value of the test statistic is said to be statistically
significant if it falls in the rejection region. (rrue)
. (viy If the critical region is located in only one tail of the
sampling distribution of the test-statistic, then it is called one

tailed or one-sided test. q‘?rme]

(vif) 1If the critical region is equally located in both tails of the

sampling distribution of the test-statistic, then it is called a
two-tailed or two sided test, (trse)

(viii) The degrees of freedom is the number of dependent
variables. (false)

(ix)  The t-distribution approaches the normal distribution as the
sample size increases, (true)

{x)  The standardized normal distribution has smaller dispersion
than student’s r-distribution. (true)

(xi)  H, is rejected when probability of its occurrence is equal to
(true)

or lezs than level of significance.




SIMPLE LINEAR
REGRESSION
AND CORRELATION

14.1 RELATIONS BETWEEN VARIABLES

The concept of a relation between two variables such as family incomes and family
expenditures for housing, is a familiar one. We now distinguish between a functional relation
and a statistical relation, and consider each of them in turn.

14.1.1 Functional Relation between Two Variables. A functional relation  between two
variables, is a perfect relation, where the value of the dependent variable is uniquely determined
from the value of the independent variable. A functional relation is expressed by a mathematical
formula, If x is the independent variable and y is the dependent variable, a functional relation
is of the form

¥y = flx)

Given a particular value of x, the function f( x ) gives the comresponding value of v. The
observations, when plotted on a graph, all fall directly on the line or curve of the functional
relationship. This is the main characteristic of all functional relationships,

14.1.2 Statistical Relation between Two Variables. A staristical relation is a relation where
the value of the dependent variable is not uniquely determined when the level of the independent
variable is specified. A statistical relation, unlike a functional relation, is not exact. The value of
¥ is not uniquely determined from knowledge of x. The observations, when plotted on a graph,
do not fall directly on the line or curve of the relationship. This is the main characteristic of all
statistical relationships.

In many fields such as business, economics and administration exact relations are not
generally observed among the variables, but rather statistical relationships prevail. For example:
(i) The grade point ¥ secured by a student in the college is undoubtedly related to his grade
point x secured in the school. (i) The consumption expenditure ¥ of a household is related to
its income x. (i) The maintenance cost ¥ per year for an automobile is related to his age x.
(iv) The yield ¥ of wheat is related to the quantity x of a fertilizer. (v) The amount of sales ¥
of a newly produced item may be related to its advertising cost x. (vi) The weight ¥ of a baby
is certainly related to his age x. (vii) The saving ¥ of a person or a firm is related to hisfits
income. (viii) The height ¥ of a son is undoubtedly related to the height x of his father, efc.

Causal Relation. Another factor to consider is whether a causal relationship exists between two
variables. In the example of steel output and labour input, it is clear that a causal relationship
does exist. The number of workers will influence the number of tons of steel produced. There is
also a causal relationship between hours of sunshine and the rate of growth of tulips. Conversely,
it is less clear that more steel output will calise a rise in the number of workers, nor will we make
the sunshine more by forcing tulips to grow faster. It is important to note regression analysis and
correlation analysis make no assertions about causality.

181
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142  REGRESSION ANALYSIS

One of the most common and important tasks that statisticians must face is to determine
the existence and nature of relationships between variables in a problem. We are interested in
relationships between variables because we may often possess information about some variables
and wish to use that information to draw conclusions about another variable. In many situations,
we face the problems that involve two or more variables and we are to make inferences about
how the changes in one variahle are related to the changes in other variables, and how one set of
variables i considered to predict or account for the other variable. These problems can be dealt
with measuring statistical relationships between variables, representing the relationships in
mathematical ( functional ) form and evaluating the significance of the relationships.

The regression analysis provides a method of estimating an average relationship ( often
linear ) between two or more variables, which allows the investigator to explain and predict and
this is, in a sense, the best possible approximation. The regression analysis provides an equation
that can be used for estimating the average value of one variable from given values of other
variables.

——

14.2.1 Simple Regression. The simple regression is a relationship that describes the
dependence of the expected value of the dependent random variable for a given value of the
independent non-random variable. In statistical relationships, if only two values are involved:

Regressor. The variable, that forms the basis of estimation or prediction, is called the regressor.
It is also called as the predictor variable or independent variable or controlled variable or
explanatory variable. It is usually denoted by x.

Regressand, The variable, whose resulting valuc depends upon the selected value of the
independent variable, is called the regressand. It is also called as the response variable or the
predictand variable or dependent variable or explained variable. It is usually denoted by Y.

The values of the independent variable x are determined by the experimenter and they
are fixed in advance. They are arbitrarily selected constants and thus have no error attached with
them. The independent variable is not random but a mathematical variable and we can choose the
values we give to it. On the other hand, however, the problem is usually complicated by the fact
that the dependent variable is subject to experimental variation or scatter. Besides depending
upon the regressor variable, there is a random error in determining the response variable. Thus the
response variable possesses a random character, it is left free to take on any value that may be
possibly associated to a given value of the independent variable.

Let ¥ be the response variable and x be the regressor variable and p, = E{ ¥Y|x) be

the expected value of the distribution of the random variable ¥ for a given value of the non-
random variable x, then the simple regression is given by

Hylx = fx)

where f( x ) is a function that describes the relationship between the regressor x and the
response } and f( x) may be of linear, quadratic, exponential. geomeiric, or any other form.
14.2.2 Regression Function. When we look for a relationship u = = f(x), where the

function f( x) isto be determined, i. e., given the points only we have to ‘work backwards' or
regress to the original function f{ x ). Hence this function is called regression function,
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14.2.3 Regression Curve. The regression curve is the locus (a continuous set of poinis) of
the expected value of the response variable for given values of the regressor variable. If several
measurements are made on the response variable ¥ at the same value of the regressor variable x,
then the results will form a distribution. The curve which joins the expected values of these
distributions for different values of x is called the simple regression curve of ¥ on x.

143  CURVEFITTING

Curve fitting is a process of estimating, from an observed sample, the parameters of the
population regression function of a response variable on a regressor variable.

14.3.1 Least Squares Principle. The principle of least squares says that the sum of squares of
the residuals of observed values from their corresponding estimated values should be the least
possible. This principle was given by a French mathematician Adrien Legendre.

14.3.2 Least Squares Fit. Among all the curves approximating a given data, the curve is
called a [least squares fir for which the sum of squares of the residuals of the observed values
from their corresponding estimated values is the least.

For a given set of observed data, different curves have different values of the sum of
squares of the residuals. The best fitting curve is the one having the smallest possible value of the
sum of squares of the residuals. To avoid the personal bias in fitting a curve to observed data, the
method of least squares is used.

14.3.3 Scatter Diagram. The scarter diagram is a set of points in a rectangular co-ordinate
system (with x measured horizontally and y measured vertically), where each point represents
an observed pair of values. To aid in determining an equation connecting the two variables, a first
step is the collection of the data showing the paired values of the variables under consideration.

Let us suppose that n pairs of observations Cxps b (xgs ¥ desees {2, v, )are
made on two variables. The next step in the investigation is to plot the data on a graph to get a
scatter diagram. The choice of the regression curve to fit may be influenced by theory, by
experience or simply by looking at the scatter diagram. For example, the experiment may have
been designed to verify a particular relationship between the variables. Alternately, the function
form may be selected after inspecting the scatter diagram, as it would be useless to try to fit a
straight line to some data if the relationship was clearly curvilinear. In practice the experimenter
may choose the one which gives the best fit.

It ig often possible to see, by looking at the scatter diagram that a smooth curve can be
fitted to the data. In particular, if a straight line can be fitted to the data, then we say that a linear
relationship exists between two variables, otherwise the relationship is curvilinear. A visual
examination of a scatter diagram gives some useful indications of the nature and strength of the
relationship hetween two variables and aids in choosing the appropriate type of model for
estimation.

For example. if the points on the scatter diagram tend to run from the lower left side to
the upper right side (that is, if the ¥ variable tends to increase as x increases), there is said to be
a direct relationship between the two variables, On the other hand if the points on the scatter
diagram tend to run from the upper left side to the lower right side (that is, if the variable ¥ tends
to decrease as x increases), there is said to be inverse relationship between the two variables.
The scatter diagram gives an indication whether a straight line appears to be an adequate
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descriptir::—n of the average relationship between two variables. If a straight line is used to describe
the average relationship between two variables, a linear relationship is said to exist. If the points
on the scatter diagram appear to lie along a curve, a curvilinear relationship is said to be present.

ye .

YA

>X

{d) Inverse Curvilinear Relationship

0 {#) No Apparent Relationship ’ () Direct Linear Relationship
with wider scatter than in (a)

Fig. 14.1 Types of relationships found in scatter diagrams

Parts (a), (&), (¢) and (d) of Fig 14.1 show direct linear, inverse linear, direct
curvilinear and inverse curvilinear relationships. The points tend to follow a straight line with
positive slope in ( a ), a straight line with negative slope in ( b ), a curve with positive slope in
( ¢ ), and a corve with negative slope in ( d ). Of course the relationships are not always so
obvious.

In (e} the points appear to follow a horizontal line. This type of scatter diagram
depicts “no correlation™ or no evident relationship between x and Y variables because the
horizontal line implies no change, on the average, as x increases. In (f ) the points follow a
straight line with positive slope as in (a ) but there is a much wider scatter of points around the
line than in ( a ). :

Note that a scatter diagram is primarily used to determine the appropriateness of a
particular type of equation for describing the data. The approximate “goodness of fit” of the
equation is also apparent from a scatter diagram, for example the fit in ( @ ) is quite good as
compared to the fitin ( f). However, “goodness of fit” can and should be defined and deétermined
precisely.
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144  SIMPLE LINEAR REGRESSION

If the simple regression describes the dependence of the expected value of the dependent
random variable ¥ as a linear function of the independent non-random variable x, then the
regression is called simple linear regression. It is given by

-”v|1 = o+ fx

which implies that &« = p, when x = 0. Thus « is the intercept of the line along v-axis.

¥ x
The B indicates the change in the mean of the probability distribution of ¥ per unit increase
in x ;

14.4.1 Simple Linear Regression Coefficient. The simple linear regression coefficient is the
relative change in the expected value of the dependent random variable with respect to a unit

increase in the independent non-random variable. It is denoted by J . The slope of the line
remains constant at each value of x.

IT: is  measured by tan 7} y‘"‘ = a+pfx g=0
where @ is the angle made by the line ¥
with the positive side of the x-axis.
The slope of the line depends upon the
value of the B If the value of B is
positive, the line will slope upward

like the solid line in the Fig. 14.2. On s
the other hand, if the value of B is B<0
negative, the line will slope downward >
like the broken line in the Fig. 14.2. 0 x

Fig. 14.2 Simple linear regression

145 THE SIMPLE LINEAR REGRESSION MODEL

We used the scatter diagram to illustrate the problem of selecting the regression line that
provides the “best” estimate of the relationship between the independent and dependent variables
in a regression problem. The next step is to specify the mathematical formulation of the linear
regression model to provide a basis for statistical analysis.

14.5.1 An Example of Regression Model. In this section we will give an example to illustrate
how the regression model between two variables can be used to simulate real world problems.

Suppose that we are to investigate the relationship between the consumption expenditure
and the disposable income of households in a certain city for some given period of time. We
know that as one's income increases, there is a tendency to spend more. What kind of relation is
there between income and expendimre? Is it proportional, or is there any other form of a
relationship, how close this relationship between income and expenditure is? Certainly there is no
functional relationship between disposable income and consumption expenditure. Now let ¥
denote the consumption expenditure and x denote the disposable income.

Let us suppose that we have already divided our households into various groups on the
basis of income levels. We do not expect that all the households within the group which have
some given (fixed, predetermined) income x will display an identical expenditure. Some will
spend more than the others, some will spend less, but we do expect a clustering of the expenditure
figures around a central value with some variance. For each possible value of x chosen
non-randomly there are several values of ¥ that could occur. Thus ¥ becomes a random
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variable that possesses a distribution or population of associated y values for any given value of
x. This distribution of associated v values, for any given x, is described either by a probability
density function f,( v|x) or by a probability mass function p,( v|x) if the population has a
discrete set of possible values. % distribution represents the relative likelihood of different
values of ¥ occurring.

The mean of each probability distribution of ¥ wvalues varies in some constant and
systematic manner with the independent variable x. The mean of any distribution of ¥ for
given x will be denoted by u, = El }"|x} and the variance of this distribution by

0%, = Var(Y|x). These are unknown parameters, They are constant for any fixed value of x

but may vary between the distribution of ¥, for different x,. The mean of ¥ for all values will
be dented by y, and the variance by o or o,

It is not unreasonable to assume that the random variable ¥ depends on the associated x
value only through its mean thatis g, = f(x ), but any higher moments of ¥ do not depend

on x. Thus we shall assume that the mean value of the random variable ¥ depends upon the

associated x value but the variance does not. We shall further assume that af,l , is constant for

all values of x,i.e., o = o?.Hence we assume that all the means g _ lie on a continuous

| r| =

curve called the regression curve. The particular form of the regression curve is arbitrary, of
course, and varies from one application to another. We shall only concentrate our attention, for
the time being, on the simplest type of regression curve, namcly, the straight line (a linear
dependence) but shall give procedures for more general models.

14.5.2 Mathematical Formulation of Regression Model. Our observed paired values of x
and ¥ are only sample values from a large population. However, for a moment we are concerned
with constructing a model for the population of all possible paired values. If, for example, a linear
relationship is considered to be appropriate. that is, the average relationship between the
dependent random variable ¥ and the independently varying non-random variable x is assumed
to be linear. Since we are interested in the conditional expeciation My = E ¥| x). By assuming

that ¥ and x are linearly related, we are saying that all possible conditional means u,.  which

might be calculated one for each possible value of x must lie on a single straight line. This line is
called the population regression line. To specify this line we need to know its slope and intercept.
Let o be the y-interceptand 8 be the slope of the line. The population regression line is written
as follows:

B = o+ fx

This line is unknown. When some exact value of x is specified from its domain, it is customary
to denote this value as x, . Associated with this value x, of the independent non-random variable

x, there exists a random variable ¥, with a distribution or population with mean u, . and
i

variance -:ri ., - Assume that
x

L

Hyjy, = @+ Bx;, o2 = EY,~p, V¥ = o?
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Now we define a deviation of the random variable Y; from its unknown mean u . and call
i

this deviation as population regression error. For this reason, this difference is usually called the
random “error” and denoted by £,. Therefore, we can define the random variable €, as

&y - }}_#T;Ii % }:_{ﬂ-'-’ﬁ'ri} = ﬁ-m_rﬁ'xj

There are three generally recognized sources of errors in such regression problems:
(1) specification ( or equation ) error, arising from the omission of one or more relevant
independent variables; (2) sampling error, arising from random variation of observations around
their expected value and (3) measurement error, arising from the lack of precision in measuring
variables, These errors are assumed to have zero mean and the constant variance identical to the
variance of Y for a given value of x. We can now define what is called the population regression
model as

Y = o+ Bx +¢g

where, x = & predetermined value of a non-random variable.
¥, = associated with x, a random variable with mean Bz = O + Bx, and
variance de'| = g2,
L
o = the population y-intercept of the regression line.
B = the population slope of the regression line also known as the population

regression coefficient,

g, = thedeviation (¥ — u ) in the population.

i

This model is said to be simple, linear in parameters and linear in independent variable.
It is simple, in that there is only one independent variable, linear in the parameters because no
parameter appears as an exponent or is multiplied or divided by another parameter, and linear in
the independent variable, because the variable appears only in the first power.

1453 The Sample Simple Linear Regression Model. In our population regression model o,
i 3 Byt o and @? are unknown parameters we wish to estimate these parameters statistically on

the basis of our sample observations on x and ¥, and we may wish to test hypothesis and
construct confidence intervals about these parameters. In this regard sampling is accomplished as
follows:

(i) Asetof n valuesof x in its domain is observed and denoted by x,, x,, ** -, x, . The

x's are not random variables, but they may be selected either by some random procedure
or by purposeful selection,

(if) Each x, determines a distribution or population whose mean is o + fx, and whose

variance is . From this distribution a value ( a sample of size one ) is selected at
random and denoted by ¥,
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Thus we have a set of n pairs of observations denoted by (¥, x,), (Y, x,), -, (¥, x.)

which we have written to stress the fact that each sample of Y that we take has an associated x
value. The values of x may or may not be all distinct, but as we shall see, we must have at least
two different values of x represented if we are to estimate both o and §. We can write the n
actually observed sample pairs as (x;, ¥,), (xy, ¥3), =+, (x,, ¥,) without incorporating any
further assumptions into our model, we can obtain estimates of o, § and My It is customary

to let a be the best estimate of o, b be the best estimate of f and 1o let ¥ be the resulting
estimate of ;url . and the line resulting a, b and ¥ is called the best fitted regression line. This

line has the same form as the population line. Thus the sample simple linear regression is
¥ =a+bx

where ¥ = the ordinate of the estimated line for any given value of x which is the best
point estimate of By
a = the y-intercept of the estimated line which is the best point estimate of o

b = the slope of the estimated line which is the best point estimate of

Thus, if x, is a specific value of x, then
y. = a+ bx;

is the equation for finding ¥,, which is the best estimate of u for this value x,.

¥l x;
We can specify a sample regression model J’“ (x;,2) X%
just as we did in the population regression '
model. Apain we need to define an error E,{
term, which in this case is the deviation of

actual value y, from predicted value y,. This

error term i$ denoted by ¢, , which means that
the sample regression error &, is an estimate

of the population error €;. The emors e B g vee
(i =1,2, -++,n) are often called residuals e e

S sl x
or deviations or prediction errors. i

Fig. 14.3 Residual of y,
Residual: e.'z.=_}r'.—_'JF;.=_'J.';.—{f.lli—b:rl.}=_]-r=.—-.:z-—.f;|'xf
These residuals from the estimated line will be positive or negative as the actual value lies above
or below the line. Thus the sample regression model is
¥, = a+bx +eg
1454 Covariance of Two Variables. If (x;, v, ). (x;, ¥;), =+, (x,, ¥, )are n pairs of
observations on two variables X and Y, then the covariance, denoted by s, is defined as

¥

i e 2= ) i= 1,20n
. ]
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It is & measure of the linear mutual variability of the two variables. Its sign reflects the direction
of the mutual variability: if the variables tend to move in the same direction, the covariance is
positive; if the variables tend to move in opposite directions, the covariance is negative. It can be
ecasily expressed as :

R TE :
Spy = —— -X¥ iy 2o
n -
If x, x,, -=-, x, and ¥, ¥;, **°, ¥, are two series of n observations each, and if
Z = x %y, then
D s =s+55%2s5,
() £ =32+ si when X, ¥ are independent variables

14.5.5 Least Squares Point Estimation of o, § and Byx, (Fitting of Straight Line). We

now face the problem of estimating the linear regression between a dependent random variable Y
and an independently varying non-random variable x given a sample of y values with their
associated values of x. A general method of estimating the parameters of a regression line is the
method of least squares which is explained in the following theorem.

Theorem 14.1 Let (x;, %), (%3, %) =0 (x0 ¥,) be n observed values of a random

variable Y, with their associated x values, where the regression lineis g = o + fx.

¥l x
(1)  The least squares line is givenby ¥ = a + bx, where

nExy, —(ZxZTy) x5y, —nxXy

b = =
nZa? - (Tx)? Yoxr = n¥
= E{xr' _i}{_vr _}T] s S:_'l
Px, -x)2 82
AW Zy-bix _ ¥ - b¥
n

(i)  The least squares line always passes through the point of means ( X, ).
(iif)  The least squares estimate of ”r| o
¥ = ¥+ b(x,-X)

Example 14.1  The following sample of 8 grade point averages and marks in matriculation
was observed for students from a college.

Score 480 490 A 510 510 530 550 610 640
GPA =¥ 29 a3 kg R eemn. S 37

Find the least squares line. Estimate the mean GPA of students scoring 600 marks,
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Solution. The estimated regressionlineis v = a + bx

X ¥ .'Jn"-g X ¥
480 2.3 230400 1296
480 29 240100 1421
510 33 260100 1683
510 29 260100 1479
530 il 280900 1643
550 3.0 302500 1650
610 32 372100 1952
640 37 409600 2368

4320 248 2355800 13492

The least Squares estimates a and b are
nZxy, =(Zx)(Zy) _ 8(13492) — (4320)(24.8)

b= o = = 0.00435
aZlxl = (Tx)? 8(2355800) - (4320)°
=g Ly - blx & 14.3-(},-:}:435{432{11 o
n

The best fitted line is ¥ = 0.751 + 0.00435 x
For x = 600, we have y = 0751 + 0.00435 (600) = 3.361

14.5.6 Properties of the Least Squares Line. The line fited by the method of least squares
has a number of properties worth noting.

(1) The sum of the residuals is zero, that is
Ye ;o= )

However, rounding errors may, of course, be present in any particular case. Hence, in
minimizing X ¢ the least squares method automatically sets Y ¢, = 0.

(2) The sum of the observed values y; equals the sum of the fitied values ¥
Yy, = X¥
Therefore, it follows that
(#) the mean of the fitted values ¥, is the same as the mean of the observed values ¥

(if) X (¥ —F) is also equal to zero.
(3) The sum of the squares of the residuals X e? is minimum.
Zel = Xy2-aXy, - by,

(4) The regression line always passes through the point of means (¥, ¥), the centre of
-gravity of the observed data. That is, whenever x; = ¥, we have ¥= ¥
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Example 142  Given the following data

X, 0 I 2 3 4
v, 1.0 1.8 33 45 6.3
(a)  Determine the least squares line taking x as independent variable,
(B)  Find the estimated values for given values of x and show that
(i) Z Yi = }: i’;
(i) Ee,- =0
(c)  Calculate the sum of the squares of the residuals.
(d) Verifvthar Te} = Zy*-aly, - bXx y,.
Solution. (a) The estimated regression lineis ¥ = a + bx
X 0 1 2 3 4 Tx =10
¥ 1.0 1.8 33 4.5 6.3 Zyr =169
XY 0 1.8 6.6 13.5 252 | Zxy =47l
x? 0 I 4 9 16 |Zx? =30 |
The least squares estimates o and b are
b - HEIEJ’I- —[E.'I.'IHE_‘I-'I;} 2 5{4?-'}_{1{}}{16*9] k=0 131
nZxt - (Zx) 5(30) ~ (10)? &
g2 Ly —bZx; _ 169-133(10) _ oy
n 3
The best fitted line is y =072+ 133

ih) The estimated values ¥, for the given values of x and the residuals ¢; = y; - _';',- are
obtained as shown in the following table.
X, ¥ ¥, = 072 + 133 e = ¥ - e’ ¥t
0 1.0 0.72+133(0) =072 0.28 0.0734 1.00
1 1.8 072+ 133(1) = 205 -0.25 0.0625 3.24
2 33 0.72+133(2) = 3,38 -0.08 0.0064 10.89
3 4.5 0.72+1.33(3) =471 -0.21 0.0441 20.25
4 6.3 0.72+133(4) = 6.04 0.26 0.0676 39.69
Sum 16.9 16.90 0 0.2590 75.07
It is verified that
() 169 = Xy, = L§ = 169
(if) }:"4' = ZE_‘J',- - %) =0
(c) The sum of the squares of the residuals is Ye’ = 0.259
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]

(d) Wearetoverifythat el = Zyl —aly - bZx y
0.259 = 7507 - 0.72(169) - 1.33(47.1)
0.259 = 0.259

14.5.7 Coding and Scaling. In many cases the process of coding and scaling by a linear
transformation can simplify the job of estimating the regression line or curve.

Theorem 14.2  The sample linear regression cae_ﬂ‘?nem b is independent of change of origin
but it is not independent of change of scale.

Let (x, ). (x5, ¥3), ==+, (x,. ¥,) be n observed values of a random variable Y, with
their associated x values, then the sample regression coefficient is
E{-x]' - EH}'] = F]

Let "‘:.rl;p = x=p+hy = X =p+hu
and szyfk-q = y=4qg+kvyy = §F=gqg+kV

In this transformation we choose the constants p, ¢ and h, %k so that the transformed values
u, and v, become as simple as possible. Then

k
b_w.' S T L

A Special Coding and Scaling. 1f the values x,, x,, -+ -, x, of the independent variable x are

equally spaced at an interval A, then calculations involved in solving the normal equations can be
made much simple by taking the origin at ¥ and choosing a suitable unit of measurement. The
choice of origin and unit is explained below in the two cases.

if) If the sample size is odd, say n = 2m — 1, then we take the origin at the middle value
x, whichisequalto ¥,i. e, ¥ = x, .If h is the common interval, we take /& asa

new unit of measurement, then changing each x, into u, by a linear transformation
4, = (x;,—=X)/h, the variable u takes the values —(m — 1), —(m — 2), -+ -,
-2,-1,0, 1, 2, »++, (m = 2), (m — 1). Thus, we get _
1 2 5 0= Tud = FTuf = -0

(i) If the sample size is even, say n = 2 m, then we take the origin at the average of the
two middle values x, and x, |, whichisequalto ¥,ie.. ¥ = (x + xm,‘_,jl,."l AF h

is the ::{:rrmm:rn interval, we take h/2 as a new unit of measurement, then changing each

¥ mtn w, by a linear transformation w, = (x; — ¥)/(h/2), the variable u takes the
e valoes —(2m - 1), - (2m - 3), -+, =3, =1, 1, 3,»--, (Zm=3), (Zm - 1)
Thus, we get

Yu =0 = Fu} = T =
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The values of the controlled variable are coded into integers symmetrically about zero. When the
values of the coded variable u sum to zero, the least squares line of ¥ upon u becomes

¥y =a+bu

where a = 2y, =¥ and b = 24,

n Euf

In the end, we must change the least squares line of ¥ on w into the least squares line of
¥ on x by transforming back the coded variable u into the original variable x. Sometimes, for

the sake of further convenience each observed value y, of the dependent variable can also be
transformed into v, by a linear transformation v, = (y, — ¢)/ k where g and k have arbitrary
values,

Example 14.3 The following table shows the tons of steel produced versus the number of
workers in a small sieel mill.

Observation number Number of workers Tons of steel produced

i X Fi

1 1 4

2 2 6

3 3 10

4 4 10

5 5 15

6 6 15

) 7 16

8 8 20

Estimate the line of regression using u = s l_:' :‘5 ;
I|'
=X .= 4.5
Solution. Wehave ¥ = 4.5 and h = |. Letw, = s DR

h 2 12

x—4.5 3

X }'! H = T My I

1 4 =9 =28 49

2 B -5 - 30 25

3 10 = - 30 9

4 10 = - 10 1

5 15 1 15 1

6 15 3 45 9

7 16 5 80 25

8 20 7 140 49
Sum 96 0 182 168
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The estimated regression lineof ¥ on wis §y = a + bu

The least squares estimates of a and b are

¥ 96
el R
2y, 182
b il - = 1.0833
Yu? 168

The best fitted lineof ¥ on wis  § = 12 + 1.0833u

Substituting -t

for u, we get the best fitted line of ¥ on x as

= 12 +

(x—43)

= 124 mm{ x;:.ﬁ ] 1.0833

= 124+ 2167(x-45) = 124+ 2.167Tx-9775
= 225 4+ 2167%

Example 144 The following data show, in convenient units, the vield Y of a chemical
reaction run af various different temperature x.

n=17  Zx=0980 Xy =214 ZTry = 395
Zx} = 140000, Xy = 11554

Assuming that a linear regression model ¥, = o + Bx, + €, is appropriate estimate the
regression line of yield on temperature. Find the residuals sum of squares.

Solution. The estimated regression lineis § = a + bx

The least squares estimates a and b are
nXx ¥ = (Zx)Zy)

h =
nZxt - (Ix)?
= T(3958) — (980)(27.4) = 0.04357
T(140000) — (980)2
o Zy;,—bEx £ 27.4 — (.04357(980) = 21855
n T
The best fitted line is ¥ = —2.1855 + 0.04357 x

The sum of squares of the residuals is
Zef = Ly} -aly-bIxy,
11554 — (-2.1855)(274 ) — 0.04357 (3958) = 2.97
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14.5.8 Limitations of Linear Regression. There are a number of limitations and cautions that
must be kept in mind when using linear regression. They are,

Firstly, the linear regression is applicable only to relationships that can be described by a straight
line. Non-linear regression methods exist to deal with some non-linear relationships. If you are in
doubt about whether the data are approximately linear, a scatter diagram will help you to decide.

Secondly, the procedure used to find the regression coefficients a and b will give us a linear
equation which is the best fit ( i. e., has the lowest value of 2 e’ ) for the data, even when a linear
relationship is non-existent. Therefore, the test of significance must be made to determine
whether the regression coefficient b is “real”.

Thirdly, the regression equation predicts values of the dependent variable based on values of the
independent variable. It is therefore an asymmerrical measure, The regression equation predicting
Y based on x (called “regression Y on x") cannot be used to derive the equation that will
predict x based on Y.

Finally, the regression equation holds only for the range of values actually observed. The
regression equation will not necessarily hold beyond this range.

Exercise 14.1
1. (@) What is a scatter diagram? Describe its role in the theory of regression.

() Explain what is meant by

(i) regression, (if) regressand, (iif) regressor
(¢} Explain what is meant by
(i) simple linear regression, (i) simple linear regression coefficient.

2. (@) The following measurements of the specific heat of a certain chemical were made in
order to investigate the variation in specific heat with temperature,
Temperature ( "C ) X 0 10 20 30 40
Specific heat ¥ 0.51 0.55 0.57 0.59 0.63

Plot the points on a scatter diagram and verify that the relationship is approximately
linear. Estimate the regression line of specific heat on temperature, and hence estimate
the value of the specific heat when the temperature is 25 el
(y = 0514 + 0.0028x; y = 0.584)
(b) Determine the estimated regression equation ¥ = a + b x in each of the following

cases

) n=10, Tx, =20, Ty =260, Xx. y =3490, TP =314

(i) n=100, ¥ =125, ¥ = B0, Tx y;, = 1007425, T x} = 1585000

(i) ¥ =52, F =237, X(x, — ¥ )* = 2800, X (x, - %) (y, - 7) = 9871

vy n=8X=75=5 Zxy =364 F(x-%) =132

= 240864 + 0956Bx; ¥y = 3875 + 033x; ¥y = 5370 + 3525x;
0.5459 + 0.6363 x)

-
futy tusy
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3. (@) Estimate the regression line of ¥ on x for the following data.
x; 25 30 35 40 45 50
i 78 T0 635 58 48 42
Is it possible from the equation you have just found
(i)  an estimate for the value of x when y = 547
(ii) an estimate for the value of v, when x = 377 In each case, if the answer is
“Yes”, calculate the estimate. If the answer is "No", say why not.
[¥ = 1144 - 145x; (i) No, x iscontrolled; (i) 61 }
(b) From n pairs of values (x;, v). i = 1,2, -+, n the following quantities are
calculated = -
A= 30, Xx, = 400, Zy = 220,
2 x} = 8800, Ty} = 2620, Txy = 4300
Find the linear regression equation of ¥ on x and x on y. Which would be the more
useful if, '
(i) x is'the age (in years) and y is the reaction time ( in milliseconds ) of
20 plople;
(i) x isthecost (in 000 Rs.) and y the floor-space ( in 100 ft * ) of
20 buildings
(¥ =135-0125x; x =255-05y; () yon x; (i) x on y}
4. (a) The following table shows the ages x and systolic blood pressures ¥ of 12 women.

(b)

Age (years) .2 X |5 42 72 36 63 47 55 49 38 42 68 ©0

Blood préssure -}‘r. 147 125 160 118 149 128 150 145 1I5 140 152 155

Assuming that a linear regression model ¥, = a + 8 x; + € is appropriate, estimate the

linear regression of blood pressure on age. Estimate the expected blood pressure of a
woman whose age is 45 years. What is the change in blood pressure for a unit change
in age? . '

(¥ =80.78 + 1.138x; 132; 1.138)

Suppose that four randomly chosen plots where treated with various levels of fertilizer,
resulting in the following yields of com.

Fertilizer (kgfAcre) X 100 200 400 500

Production (Bushels| Acre) ¥ 70 70 80 100

(i) Estimate the linear regression 4, = o + fx of production ¥ on fertilizer x.

¥|x
(#i) Estimate the yield when no fertilizer is applied.
(iif) Estimate the yield when the average amount of fertilizer is applied.
(iv) Estimate how much yield is increased for every kilogram of fertilizer applied.
{() ¥ =5%+ 0070x; (i) when x = 0, y = 59; (iii) when x =X = 300,
¥ = 80: (i) 0.070 bushels per kg of ferilizer )
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5. (a)
(b)

6. (a)

(B)

7. (a)

b)

Describe the properties of the least squares regression line.

Determine the regression line and estimate the weight of a student whose height is
68 inches.

Height (inches) &, [ 72 66 67 69 74 61 66 62 70 63

Weight (pounds) ¥, [ 178 141 158 165 180 133 159 140 160 136

Find also the estimated values for given values of height. Show that the sum of the
estimated values is equal to the sum of the observed values of weight. Find the
deviations ¢, = y, — ¥,. Show that these deviations add to zero.

(¥ = -944 + 3.72x; 158.76)
Four identical money boxes contain different numbers of a particular type of coin and no
coin of other types. The information on the combined weights, is given below.

Number of coins in box X, 10 20 30 40
312 509 682 865
Estimate the regression line of ¥ on x. Estimate from your regression line, ;

(i)  the weight of an empty box,

(if)  the mean weight of a single coin. State the co-ordinates of one point through
which the line of regression of ¥ upon x must pass.
{F =134 + 1832x; () 134, (i) 18.32; (25, 592)}

Fifteen boys took two examination papers in the same subject and their marks as
percentages were as follows, where each boy's marks are in the same column.

Combined weight of coins and box ¥

Paper 1 X |65 73 42 52 B4 60 70 79 60 B3 57 77 54 66 B9

Paper 11 Y |78 BB 60 73 92 77 84 89 70 89-73 BR 70 B RO

Calculate the equation of the line of regression of ¥ on x. Two boys were each absent
from one paper. One scored 63 on paper 1, the other scored 81 on paper II. In
which case can you use your regression line to estimate the mark that the boy should be
allocated for the paper he did not take, and what is that mark 7

(¥ = 3553 + 0665x, 63 onl = 78 on II)

The following data shows the son's height and father’s height.

Father's height (inches) x, | 59 61 63 65 67 69 - 71 73 75

Son's height (inches) ¥ |64 -6 - O 07 68 69 T TR T2

Estimate the regression line g, = o + fx of son's height on father’s height using

| x

w, = (x, —67)/2 and v, = y, — 68. Predict the mean height of sons whose fathers

are 70 inches in height.
(v = 3595 + 04833 x; 69.78)

For 9 observations on supply X and price ¥ the following data was obtained
Z(x,-90) =-25 X(x,-90) =301, X(y-127)=12

Ty, - 127) = 1006, F(x, - 90)(y, - 127) = - 469
Obtain the estimated line of regression of X on ¥ and estimate the supply when the
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{c)

8. (a)

(b)

9. (a)

(b)

price is Rs. 125.

(x = 14369 — 044 y; 88.69)

MNumber of revolutions x (per minute) and power v (hp) of a diesel engine are
X 400 500 600 700 800
¥ 580 1030 1420 1880 2310

Determine the regression line of the y-values on the x - values of the sample using
x, = 100 4, + 600 and y, = 10 v, + 1400 estimate y when x = 750.

]
- 1142 + 431 x; 2090.5)
Fit a straight line taking x as independent variable
3x, +2 5 s 1 T R T

3y, -2 7 10 16 16 25 28 28 34

(¥ =

Also estimate v for x = 5/3.
(y = L1714 + 1.286x; 3.86)

Fit a least squares line to following data taking (i) ¥ as dependent variable (i) X as
dependent variable.

¢ 1 3 4 ] 8 g 11 14

¥ 1 2 4 4 3 1 8 9

Show that the two least squares lines obtained intersect at the point (¥, ¥). estimate
the mean value of ¥ when x = 7. Estimate the mean value of x when v = 6.

(¥ = 05455 + 06364y, ¥y =5 forx=T,

x =-054+15y, £ =85fory=28)

A random sample of 5 pairs of observations. ( x,, y;) is given below

(b, = 0.54, b”_ = (.66;

X 3 2 5 1 4
Yi 13 9 27 8 18
Determine the least squares linear regression ¥ = a, + b x and estimate y for

x = 6. Also find the least squares linear regression £ = a,, + b yand use this to

find that value of y for which ¥ = 6. Account for the difference.
(y = 09 +47x, ¥y =291 for x=6; % =009 + 0194y, y = 3046 for

6 which is a useless estimate, because the regression analysis does not permit the
inverse use of the least squares line. )

Compute the regression coefficients in each of the following cases:

M n=10, x,-%)" =170, Xy, -5 = 140, (x, - XNy, -¥) =92
i) T(x, -X)y;-F) =148, 5, =793, s, =16627, n = 15
b,, = 0.16, b,, = 0.04)

-~
X =

4
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146  SIMPLE LINEAR CORRELATION

The simple linear correlation measures the strength or closeness of linear relationships
between two variables. The purpose of simple linear correlation is to determine whether or not
two variables are related, that is, whether one variable tends to increase ( or decrease ) as the
other variable increases. The correlation analysis is performed keeping in view the following two
aspects.

(i) It measures the closeness of the linear regression to the distribution of observations of a
dependent variable with associated values of an independent variable.

(if) It measures the degree (extent or strength) of covariability between two variables,

We have discussed this first aspect in the preceding chapter. We shall now discuss the
second aspect of cormrelation. This approach to the problem of understanding the relationship
between two variables is to leave the type or form of the relationship unspecified and concentrate
on measuring the strength of the relationship itself.

14.6.1 Positive Correlation. The correlation is said o be positive (or direcr) if the two
random variables tend to move in the same direction, i. ., increase (or decrease) simultaneously.
That is, the correlation is positive if the least squares regression lines have positive slopes.

Perfect Positive Correlation. The correlation is said to be perfect positive if the relationship
between the two random variables is perfectly linear with positive slope.

14.6.2 Negative Correlation. The comelation is said to be negative (or inverse) if the two
random variables tend to move in opposite directions, i. ., one random variable decreases as the
other random variable increases. That is, the correlation is negative if the least squares regression
lines have negative slopes,

Perfect Negative Correlation. The correlation is said o be perfect negative if the relationship
between the two random variables is perfectly linear with negative slope.

14.6.3 No Correlation. If ope least squares regression line is horizontal and the other least
squares regression line is vertical then there is no correlation between the two random variables,
That is, if X and ¥ are independent, then Cow( X, Y) = 0 which implies that p = 0 and we
say that there is no correlation.

147 CORRELATION ANALYSIS

One of the most widely used statistical techniques applied by statistician is cerrelation
analysis. In purely correlation problems both the variables X and ¥ are random and the
relationship berween them is considered simultaneously and symmetrically. Examples of
correlation problems are: (i) heights and weights of persons, (if) ages of husbands and ages of
wives at the time of their marriages, (iif) L Q. of brothers and 1. Q. of sisters, (iv) marks of
students in economics and in statistics, (v) income and L Q. of persons, (vi) demand and supply
of a commodity, (vii) daily wages and overtime wages, (viii) gold prices and silver prices,
(ix) the height and the circumference of head of babies at the time of their birth, (x) the greatest
and the smallest diameters of hen eggs, eic.

In correlation problems, we sample from a population, observing two measurements on
each individual in the sample. For example, if a person is selected at random, and both his height
and weight are left free to take any possible values. Thus we have a joint distribution of two
random variables or we may say that we have bivariate distribution. The data are assumed to be
obtained by taking a random sample of values of X and Y.




200 A Text Book of Statistics — Part II

14.7.1 Sample Correlation Coefficient. If (x,, y,). (x,, ¥;), ***,(x,, ¥,) is a random
sample of n pairs of observations from a bivariate population, then the sample correlation
coefficient, denoted by r or more appropriately L is defined as

-
ro= )
5.8,
It can be expressed as
' B T 5 Ix, =Xy -¥)/n
&y .!'_1. \(_;f _;.E .‘,I'{E[.ti—E}z,r'n}izli}',-—,‘?}ifﬂ}
T(x, =) (y, — 7) Ixy —niy

JE{x‘. -Z)V Xy -7 3 .J{E.rf -nE2 NIy -ny?)
Lxy —(Zx)(Zy)/n

JIZ5 - (262 /alZy? - Ty )%/ m)
nZx y; = (Zx ) (Xy;)
JnZs? —(Zx)2 (nZ 2 —(Zy, )
This r is the maximum likelihood estimate of p. The process of subtracting ¥ and 7 indicates
that the origin has been shifted to (X, ¥ ).

14.7.2 Properties of Sample Correlation Coefficient r. The sample correlation coefficient r
has the following properties.

(1) r is symmetrical with respect to the variables X and ¥, that is

rz_'r = rlv:

(2) r is the covariance of values of the two variables X and ¥ measured in standard units,
that is

r = Cowz_, zl,rh

(3) Change of Origin and Scale. The value of r remains unchanged if constants are added
to or subtracted from the values of the variables or if the values of the variables are
multiplied or divided by constants having the same sign, but the value of r changes in
sign only if the values of the variables are multiplied or divided by constants having

opposite signs. That is, the magnitude of the sample correlation coefficient |r| is
independent of change of origin and scale.

(4) r always lies between -1 and + 1, i. e,
-l = r=s1
-
(5) |r] is the geometric mean of the two regression coefficients b, and b . thatis

P {+-'I_"|'|||h_1.'xxbt_'r i
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+,|l'b xb,_ if b, and b, are positive
Thus + = L ops vt ' : 5

= by X By, if b, andb,  are negative

{6) r is zero when one of the variables X or ¥ is constant.

Theorem 143 The correlation coefficient is independent of the origin and the scale of
measurement of the variables.

Let (x;. y,). (x5, ¥3), "+, (x,. ¥,) be arandom sample of n pairs of observations from a
bivariate population.

Rk
Ifwelet u, = (x;—p)/hand v, =(y,—q)k then r,, = T[] ¥
That Ty if h and k have same signs
S i -r,, if h and k have different signs
o : hk
Similarly, ifwelet u, = p + hx, and v, = g + ky,, then r,_ = |.F|||k| Fes
. Tey if h and k have same signs
AR T = =Ty if h and k have different signs

Example 145 The following are the measurements of height and weight of 8 men,
Height(inches) x| 78 89 97 &9 359 79 68 61

Weight (pound) ¥; | 125 137 156 112 107 136 123 104
()  Calculate the correlation coefficient berween the height and weight of eight men by
using the deviations from their means.
(if)y  Again compute the correlation coefficient by taking the deviations of variable X from
70 and of variable ¥ from 120,
(iif) Do the resulis in (i) and (i) agree?
Solution. (i) The coefficient of correlation between X and ¥ is

% ¥, x-%X ¥3-F (- (3-F)V (5-I)y-7)
78 125 3 0 9 0 0
89 137 14 12 196 144 168
97 156 22 3l 484 961 682
69 112 -6 -13 36 169 78
59 107 —16 -18 256 324 2RR
79 136 4 11 16 121 44
68 123 -7 -2 49 4 14
61 104 —14 =21 196 441 294
600 1000 0 0 1242 2164 1568

R S

n B
j = 2y = ELLLUES 125

n ]
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- Y(x, =Xy —¥) 1568

) VZ(x = )2 Z(y, - 7)? J(1242)(2164)
(i) Let the assumed mean for x be p = 70, and w;, = x, - p = x; — 70, Let the assumed
meanfor y be ¢ = 120,and v, = ¥, — g = y; — 120.

= 0.956

rn ¥

x; ¥ u=x, =70 v, =y — 120 u? v W v;
78 125 8 5 64 25 40
89 137 19 17 361 289 323
o7 156 27 36 729 1296 972
69 112 -1 -8 1 frd 8
59 107 -11 -13 121 169 -143
79 136 9 16 81 256 144
68 123 -2 3 4 9 -6
61 104 -9 - 16 81 256 144

40 40 1442 2364 1768

The coefficient of correlation between L7 and V is
nXuv—(Xu)(Xv;)
Jiu Zul = (Zu; )2 Hn Zv} - (Zv,)?)
y B(1768) — (40)(40) = 0.956
V [8(1442) — (40)% | {8(2364) - (40)? )

(i)  Theresultsin (i) and (ii) are same, since 0956 =r  =r, = 0.956.

rﬂ L =

Example 14.6 The following data were obtained for a sample of 10 persons from a height
and weight distribution.
Yx =700, Ly = 1550, Ex?=49120, Ty} = 240550, T x, y, = 108650

Compute the coefficient of correlation.
Solution. The coefficient of correlation between X and ¥ is

- nXxy —-(ZxNEy)

J[n T = (P HnEy2 - (2Zy)%)
. 10(108650) — (700)(1550)
~J110(49120) - (700)? }{10(240550) — (1550)? |

14.7.3 Goodness of Fit of a Linear Regression Equation. One approach to correlation
analysis emphasized the covariability of the two random variables. The other approach to
correlation analysis is related to regression analysis and provides a measure of the strength of
closeness of the linear relationship between two variables; thus comelation coefficient is a
measure of the goodness of fit of the linear regression equation. Consider a sample from a
bivariate distribution of X and ¥. There are two regression functions, each obtained by
considering that variable as dependent whose mean value is to be estimated and treating the other
variable as independent. The two linear regression functionsof ¥ on X andof X on Y are

Hyp = Oyy + Byr X By, = Gyy + B ¥

r

= 0.79
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where f§,, and f, are the population regression coefficients of ¥ on X and of X on ¥
respectively. Their corresponding least squares sample regression lines are

§o= d,, + b x ¥ =+ b”_\'
where b, and b, are the sample regression coefficients of ¥ on X and of X on ¥
respectively. The least squares estimates are

S:

= ¥ = 4

% = g2 " By =¥ =by F
X

s Ty Sl .

b” = 3 1 Byy = &= 'b.t_l.' s

The regression equation of ¥ on X becomes

-

# = b (x=X3

and the regression equation of X on ¥ becomes
£F=X+b,(y-7)

The regression coefficients are related to the correlation coefficient as

b = S_.r}, - ?'.*Fy b P SI!-' = Fg
i IR S ST
87 i 5y 5,

Thus the regression equation of ¥ on X becomes

g = ra, i
y =y+——(x-X)
S.'l:

and the regression equation of X on ¥ becomes

. 0 S
I=x+—=

Ly =¥

3.‘!
Since s, and s, are positive, the signof 5, , b, , b, and r, will always be same. Note also
that if any one of these four quantities is zero then all others must equal to zero. A positive sign of
r,, indicates that X and ¥ are directly related. A direct relationship between X and Y is

associated with an upward sloping regression line; that is as one variable increases other variable
also increases. A negative sign of r, indicates that X and ¥ are inversely related. An inverse

relationship between X and ¥ is associated with a downward sloping regression line, that is as
one variable increases, the other variable decreases.

Theorem 14.4 In the correlation analysis the two regression lines intersect at the point
(x,¥)

Theorem 14.5 The correlation coefficient r is the slope of the regression lines for standard
SCOTES.

Theorem 14.6 The graphs of the regression linesaof ¥ on X and X on Y are identical if all
the points of the given sample lie on a straight line.




204 A Text Book of Statistics — Part II

Example 14.7  The following data were obtained for a sample of 10 men from a height and
weight distribution,

7 =70, ¥ = 155, T (x,-%) =120,
2y} = 240550, Z(x, —X)y, -¥) =150
Calculate covariance, carrefa_n'ar: ceefficient, the two regression lines.
Solution. The variance of X, variance of ¥, covariance and correlation coefficient are
. Elx—=x)* 120

5= = = 12
* n 10
p
B 2L o BT i g
: n 10
—FNy = F
oy = E{Ir 2, Ji y) = 50 = 15
n 10
F. S
r= ——— = - 0.79
Jsist o 4 2)(30)
The estimated regression line of ¥ on X is ¥ =8+ bx
The least squares estimates of @, and b, are
5 1
b, = —— = a2 sty
' Tx
a, =¥-b, ¥ = 155 - 125(70) = 67.5
The best fitted line of ¥ on X is ¥y = 06715+ 125x
The estimated regression line of X on Y is X =a_ +b v
The least squares estimates of @, and b, are
g
b, = — = 5 Uos
; 57 30
a, =X-b, ¥ = 70 -(050)(155) = -7.5
The best fitted lineof X on ¥ is x=-75+05y

Example 148  Find the coefficient of correlation if the two regression coefficients have the
following values

(i) 045 and 0.8, (ff) =01 and - 0.4

Solution, ;
i) e {+_."—J|1|'b”xh” = + 4/(045)(08) = 06
@  r= (+-) b, xb,, = - (-00)(=04) = -02
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Example 14.9  The coefficient of correlation, for a sample aof 20 pairs of observations is 0.6,

FT =12 7 =20, s

£

the mean of Y for x = 10. Estimate the mean of X for v = 22,
Solution. The estimated regression line of ¥ on X is : y=a,+b, x

The least squares estimates of a,, and b, are

rs
b, = —= = 222 _ o
L 1.5

x

a,, =y-b, ¥ =20-08(12) = 104

The best fitted lineof ¥ on X is

-

y = 104 + 0.8 x

For x = 10, we have
y = 104 + 0.8(10) = 184

The estimated regression lineof X on Y is xwag-+bh. 4y

II\

The least squares estimates of a,, and b, are

rs 0.6(1.5)
b, = o= ==t = 045

X

a,, = ¥-b, ¥ = 12 - 0.45(20) = 3

ry

The best fitted lineof X on Y is
r = 3+045y

For y = 22, we have
I =3+ 045(22) = 12.9

= 1.5 and s = 2, estimate the lines of the regression. Estimate

Example 1410 The following results are given from paired data of two variables

X and Y.
Estimate of variance of X = 9
Estimated regression lineof X on Y: 40x - 18y =
Estimated regression lineof ¥ on X: Bx - 10y =

214
— 66

Find (i) The coefficient of correlation between X and Y, (i) Standard

deuviation af
(ii Mean values of X and Y.

Solution. (i) The estimated regressionlineof X on Y is

405 ~ 18y = D14 =5 2w O ENESS

40 40

0.45
The estimated regression lineof ¥ on X is

Y,
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66 8 8

Bx - 10y = —-66 0, L) i o s b
AT e e = 7o

The estimate of the correlation coefficient between X on ¥ is

r= (+/-) b, xb,, = +[(08)(045) = 0.6

(i) 5_?:'9 = $=+‘E=3

.
yx 5,
063,
08 = 3 =3 ‘.'].6:.'3, = 0.B8(3) =3 5, = 4
(i) Since both the estimated regression lines pass through the point (X, ¥). Thus
43— 18 ¥ = 2dcnii i)
BE<IOF & =66 . L ang oo gf

Muldplying (if) by 5 and subtracting it from (i)
x-18y = 214

40x - 50y = -330
- + +

32y = 544 = ¥ =nld
Putting this value of ¥ in (ii), we have
8x-10(17) = -66 = X=13

14.7.4 Correlation and Causation. It is necessary to consider the sampling distribution of the
sample statistic R to decide whether or not we should accept the hypothesis that the variables in
the population are related. But aside from this technical aspect of a relation between two
variables, it is necessary for a statistician to consider whether or not correlation indicates a cause
and effect relationship. It is possible to correlate the temperature of Lahore city with the birth rate
and it is possible that a high positive correlation may be found showing that when the temperature
is high, the birth rate is high, and when the temperature is low the birth rate is low.

There is no meaning to such a correlation. There is no causal relationship between the
two phenomena. This example illustrate that you can correlate anything, and there are chances
you may obtain a high correlation which may have no significant meaning at all. A high
correlation simply tells us that the data we have collected is consistent with the hypothesis we set
up. That is, it supports our hypothesis. We may say the following situations that brought about a
high correlation.

(i) X isthe cause of ¥,

(i) Y is the cause of X.

(éif) There is a third factor Z that affects X and Y such that they show a close relation.
{iv) The comrelation between X and Y may be due to chance.
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Only by more thorough investigation we can come to some conclusion as to whether or
not X is the cause of ¥.

Exercise 14.2

1. [a) Differentiate between regression and correlation problems, giving examples.
(k) Define the terms correlation and product moment co-efficient of correlation.

{c) For a set of 50 pairs of observations on varables X and Y, we have
2(x, — XXy, — ¥) = 450.Find the covariance.

(5., = 9)
2. (@) The simple correlation coefficient r = £ ‘.' (5.5, ) isgivenas
o, E{x;hf}{}l[_ﬁj
VE(x - %) Z(y, - 5)?

The following table gives the ages of husbands and the ages of wives at the time of their
marriage.

Conpls:. 1. =iliee Bmis Al a3 ool L0
Husband'sage X, | 25 29 30 30 31 32 33 35 37 38

r

Wife's age ¥ | 200 22 " 4NGRTEgR gt Bl S0l =

Calculate the coefficient of correlation by using the above formula.
(r=0382)

(b}  The simple correlation coefficient r = 5, J,F (s.8,) is given as

" Ix;y, - nxy

- J(E2 - nF)Ey - ni?)

The following table gives the demand and supply of a commodity,

Supply x| 400 200 700 100 500 300 600

r

Demand ¥, 50 60 20 70 40 30 10

Calculate the coefficient of correlation by using the above formula.
(r=-0857)

(¢) The simple correlation coefficient r = ey J,J' (s,5,) is given as
Lx 3 —(Zx)(Zy)n
JIZx? = (Zx P /nHEy? - (Zy,)?/n}
The following table gives the traffic density and accident rate.

Traffic density x; | 30 35 40 45 50 60 70 B0 90

13

Accident rate ¥ . 4 5 ) 8 15 24 30 32
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(d)

3. (a)

(b)

(e

4. (a)

(b)

5. la)

(b)

6. (a)

Calculate the coefficient of correlation by using the above formula.
{r=00983)

The simple correlation coefficient r = s J,|’ (s, s ) is given as
nXxy — (Zx)Zy)
r =
JInZx? = (Zx)2 }{n Zy2 - (Zy,)?)

The following table gives the number of persons employed and cloth manufactured in a
textile mill..

Persons employed x| 13t 209 113 189 176 200 219

Cloth manufactured ¥ 23 47 22 40 39 31 49

Calculate the coefficient of correlation by using the above formula.
(r=0963)
For a set of 22 pairs of observations, we have
Lx =983, Xy =409, Tx*=61339, Tyr=38475 Ty =15811
Find the product moment correlation coefficient for the data.
(r=-06325)
For a sample of 20 pairs of observations, we have
¥ed F=8 Xi=180; Xy =3M, Ty =604
Calculate the coefficient of correlation.
{(r=06133)
For a set of 8 pairs of observations, we have
Tx =448, Ty =472, TP =29958 Tx y = 26762, s, = 166
Compute the product moment correlation coefficient.
{r =0.15)
For a set of 50 pairs of observations, the standard deviations of x and y are 4.5 and
3.5 respectively. If the sum of products of deviations of r and y values from their

respective means be 420, find the Karl Pearson's coefficient of correlation.
{r =D053)
For a given set of data, we have sf = 9,102, = = 2204, 5, = 1.694

I\'

Find the product moment correlation coefficient for the data,
(r = 0.378)

For a given set of data, we have  r = 0.48, 5, = 36, s = 16, Find 5, .
(s, = 18.75)

For a given set of data, we have

r=05 XZ(x-FNy-F)=120, 5,=8 X(x-T) =9
Find the number of pairs of values.
(n = 10)

A computer while calculating the correlation coefficient between two variables X and
Y from 25 pairs of observations obtained the following results,

Sx =125 Xxf=650, Xy =100, Zy?}=460, Xx y =508
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(b)

(e)

7. (a)

(b)

8 (a)

It was, however, later discovered at the time of checking that he had
copied down two pairs as: while the correct values were:

X 6 8 X 8 (i
¥ 14 (4] ¥ 12 8
Obtain the correct value of coefficient of correlation.
(r=067)

The following data show the marks in economics and marks in statistics obtained by ten
students.

Student i | 2 3 4 5 6 7 8 9 10
Economics x; | 78 36 96 25 75 8 90 6 65 .39
Yoo | 8% - Al - 91 b 68 82 BGOSR M 4T

(i)  Compute the coelHcient of correlation.
(i) Again compute the coefficient of correlation by taking the deviations of
variable X from 50 and of variable ¥ from 60.
(iif) Do the resultsin (/) and (ii) agree?
{ () 0775, @) 0.775, (iii) Yes )
Compute the correlation coefficient between the variables X and ¥ represented in the
following table:

x; 2 4 5 6 B 11

Statistics

¥; I8 12 10 8 7 5

Multiply each x; value by 2 and add 6. Multiply each y. value by 3 and subtract 15.
Find the correlation co-efficient between the two new sets of values, explaining why you
do or do not obtain the same result as above.
(- 092)
Interpret the meaning when
r= -1, re=10, F=—co]

Sketch scatter diagrams which illustrate:

({)  positive linear correlation, (ii)  perfect positive linear correlation,

(iii) negative linear correlation,  (iv) perfect negative linear correlation,

(v}  nocorrelation, between two variables X and Y,
From the data given below, calculate the coefficient of correlation between the ages of
husbands and ages of wives at the time of their marriage.

Couple i 1 2 3 4 5 6 7 8 9 10
Husband'sage x; | 28 27 28 23 20 30 36 35 33 3l
Wife's age ¥ |27 200 2 18 21 2000928029 27

Find the regression coefficients. Verify that r is the geometric mean of the two
regression coefficients

(r= 082, b_,u =089, b =1075)

=¥
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(b) The two regression coefficients have following values, find r.
() b, =086 b, =095

i b, =-052 5,6 =-102

(@) r = 090, Gi)r=-073)
{¢) Find the two regression coefficients in each of the following cases.
h Xx =176, Ly =328, Zxy = %7,
Zx¥ = 4964, Xyt 182, n =8
i n=10, X(x-%¢ =170, X(y-F) =140,
L(y-X)(y-¥)=92
(li) Tlx, - XXy, —-F) = 148, 5 = 7933, 3 = 16627, n = 15
vy n = 8, r=1, ¥ = 5 Z.‘I’I- ¥y, = 364,
Yix-X) = 132, ¥(y.-F)P =56
v r = 097, s, = 17.08, 5, = 14.34
(() b, =206 b, = 04T; @) b, = 054, b = 066 (i) b, = 016
b,, =004 (i) b, =064, b, =15 (v b, =081, b =116)

9. (@) Explain why the regression line of ¥ on X is not necessarily the same as the regression
line of X on Y. How would you decide which is the appropriate regression in any
particular situation. Answer the following.?

(i)  When do the two lines coincide?
(if)  When are they at right angles?
[ (i) Exact linear relation. (i) Uncorrelated X, ¥ (ie. p=0)}
(b)y Calculate the coefficient of correlation and obtain the lines of regression from the

following data
Price X, 3 4 5 6 7} 8 9 10 11 12
Demand ¥ 25 BES 200 0 P9 LTl A6 130 6

(r=-098 % =23145-193x, £ = 16 —05y)
{c) Given the following data:
n = 100, 2x, = 5000, 2y, = 6000,
Yx v, =300300, X =250400, Ey? = 360900,
Calculate
() s, s, andr,

(if)  regression lines,
(iif) estimate the value of y for x = 55.
[ s =2 S, = 3, r=05 (@) ¥=225 + 075x, =302+ D33y,

(iii) 63.75 )
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10. (a) Given the following data:

(b)

(€)

11. {a)

®)

12. (a)

(&)

n=10, Xx =120, Xy, =250, Zx y,=30707, s =35 5 =172

F

Calculate regression lines.
{(y = 18.04 + 058x; £ = 850 + 0.14 v )

Given that means and variances of two series X and ¥ are

X-series Y-series
Mean: 25 38
Variance: 25 36

The correlation coefficient between X and Y is 0.75. Estimate the most plausible
value of ¥ for xr = 40 and most plausible value of X for y = 358.
(F = 155+ 09x 51.5; & = 125 + 0625y, 37.5)

If the mean height of 500 fathers is 68.65 inches with standard deviation of 2.8 inches
and the mean height of their youngest sons is 69,65 inches with standard deviation of
2.85 inches and the coefficient of correlation between them is 0.52 obtain the two
equations of the lines of regression in the simplest form.

(¥ = 3327 + 053x; & = 3313 + 051y)

Given the following data:

F=54, y=28 b, =-15 b =-02

Show that the two estimated lines of regression intersect at the point (X, 7). Estimate

the value of X when ¥ = 30 and the value of ¥ when X = 55.
Hint: Show that the estimated value of X for ¥ = ¥ = 28 is 54 and the estimated

value of Y for X = x = 54 is 28

A3 =265 % = 536)

For a given set of data, the least squares regression lines are
J_ Estimated regression line of ¥ on X: § = 208 — 0219«
Estimated regression line of X on ¥: i = 162 - 0785y
Find the product moment correlation coefficient for the data.
(r = =0415)
For the following set of data, use w, = x; = 1000, and v; = (y, — ‘ZSDJI,? 5 to find the

product moment correlation coefficient and the least squares lines of regression of ¥ on
X and of X on Y.
X; 1000 1012 1009 1007 1010 1045 1010 1011

b/ 235 240 45 250 255 260 265 2W0
(0.583; § = -1386.1346 + 1.6235x; & = 956.326 + 0.2096y)

On each of 30 items, two measurements are made on the variables X and Y. The
following summations are given

z-’ﬁ' = lst EJ’; o _ﬁl zxrz = ﬁl' E':FI.I'I = gﬂ’ EJ:I' :"f = 56
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()

Calculate the product moment correlation coefficient and obtain the lines of regression
of ¥ on X and X on ¥.If the variable X is replaced by U where u; = (x; — ]}'fl,
find the correlation coefficient between U and ¥ and the regression lines of ¥ on U
and U on Y.

(0.856; ¥ = —0.751 + 1.10x; & = 0633 + 0.664 y; 0.856; ¥ = 0351 + 221 u;

i = —0.184 + 0332y)

The following table shows the marks in statistics and mathematics obtained by 10
students from a large group of students.

Marks in Statistics x |75 80 93 65 %7 7198 68 84 T

Marks in Mathematics ¥ {8278 86..72.91.80,95 72 89 M4

Estimate the linear regression function considering
(i) X as independent variable,
(ii) Y asindependent variable.

(F = 2913 + 0661x: % = -1439 + 115y )

13.(a) A random sample of 20 pairs of observations (x;, y;) gave the following
¥=2 =8 Zx=18), 2yl =1424, Zxy =404
Estimate the linear regression function taking (/) X as independent variable,
(if} ¥ as independent variable.
[ = 632 +084x;x = —267 + 0583y}

(b) Given the following data:

WETS T Baretiy T L= TR My = )y =26
2(x;, = X )(¥; = ¥) = 13. Determine the two regression lines.
(¥ =1L1+13x; £ =05+05y)

{c) The correlation coefficient between the two variables X and ¥ is r = 0.60.
Ifs, = 150, 5, = 200,X¥ = 10 and ¥ = 20, find the equations of the two
regression lines of ¥ on Xand Xon Y.

(# =12 +08x; £ =1+ 045y)
Exercise 142
Objective Questions
| Fill in the blanks.
(i) The ———— is a relationship that describes the dependence
of the expected value of the dependent random variable for a
given value of the independent non-random variable. (regressiomn)

{(ify The varable, that forms the basis of estimation, is called
: (regressor)
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(iify ~ The variable, whose resulting value depends upon the selected
value of the independent variable, is called {regressand)
(iv) ~The ——— diagram is a set of points in a rectangular co-
ordinate system, where each point represents an observed pair
of values, (scatter)
(v)  The principle of least squares is used for finding the ———
a and b of the parameters o« and f§. {estimates)
(vi) The ——— regression line always passes through (%, 7). (estimared)
2 Mark the statements as true or false.
(i) The simple linear regression model contains two paramelers o
and fi (false)
(if)  The simple linear regression model contains four parameters
o, B Uy and ol. (true)
(iii) The simple linear regression model is simple in that there is
only one independent variable. (true)
() The parameter o is called the slope and the parameter B is
the intercept of the regression line. (false)
(V) The regression coefficient is denoted by o (false)
(vi)  The parameter o is called the y-intercept of the regression
line. (#rue)
(vii) In a regression analysis the independent variable is always
prefixed while the dependent variable is random. (true)
{Viil) The principle of least squares says that the sum of squares of
the residuals of observed values from their corresponding
estimated values should be the least possible. (true)
(ix)  The principle of least squares is used for finding the estimates
a and b of the parameters o and . {true)
(x}  The constant b estimates the parameter § representing the
slope of the regression line. (rrue)
(xi)  The regression coefficient b is independent of change in
origin and scale. (false)
(xif) The estimated regression equation of ¥ on x is used to
estimate the mean value of ¥ for a given value of x. (true)
3 Fill in the blanks.
(i) The correlation analysis is possible when both the variables X
and ¥ are ———— (random)
(if)  If the two variables move in the ———— direction, the
correlation is positive. (same)
(iii) If the two variables move in ———— directions, the _
correlation is negative. (opposite)
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{(iv) The correlation coefficient is ———— of the change in
origin and unit of measurement. (independent)
(v}  The correlation coefficient r is the ———— mean of the .
two regression coefficients. (geometric)
(vi) r = 0 indicates that the two variables are linearly ————  (independenr)
4. Mark off the following statements true or false.
() The strength of covariability between two random variables is
called correlation. (true)
(i)  The sample correlation coefficient R is a point estimator of the
population correlation coefficient p. (rrue)
{iffy  The correlation coefficient r is not symmetrical with respect to
X and Y. (false)
(iv)  The correlation coefficient changes with a change in origin. (false)
(v) - The correlation coefficient is not affected by change in origin. (true)
(vi)  The correlation coefficient is not independent of the ongin and
the unit of measorement. (false)
(vif) The correlation coefficient is a pure number which is unitless. (true)
(xiif) The correlation coefficient r always lies between—1 and 1. (true)
(xivi r = 1 indicates perfect positive correlation between the two
variables and slope is positve. (true)
{(xv) r = -1 indicates perfect negative correlation between the two
variables and slope is negative. (true)
5. Mark off the following statements true or false,
(fy r = 0 indicates that one regression line is horizontal and the
other regression line is vertical. (true)
(if)  The correlation coefficient r is the geometric mean of the two (true)
regression coefficients.
(iii)  Each of the two estimated regression lines passes through the
point (X, ¥ ). (true)
(iv) We can always estimate the* X and Y values from the
regression equation of ¥ on X. (false)
(vl  The regression coefficientof X on ¥ is — 1.2 andof ¥ on
X is 0.3. (false)
(v}  The regression coefficientof X on ¥ is — 1.2 andof ¥ on
X is -03. (true)
(vii) The regression coefficient of X on ¥, regression coefficient
of ¥ on X and correlation coefficient have same sign. (1rue)
(viii) If the regression coefficientof X on ¥ is — 1.2 andof ¥ on
X is — 0.3, the correlation coefficient is 0.6. (false)
(ix)  The regression coefficient of X on ¥ is always equal to the

regression coefficient of ¥ on X. (false)



1 5 ASSOCIATION

Many experiments, particularly in social sciences, result in observations that are only
classified into categories so that the data can consist of frequency count for the categories. For
example, the classification of people into income groups as very rich, moderate, or poor;
manufactured items may be classified as being excellent, good, poor, or scrap condition; in a
survey of job compatibility employed persons may be classified as being satisfied, neutral, or
dissatisfied with their jobs; in plant breeding, the offsprings of a cross fertilization may be
grouped into several genotypes; rainfall may be classified heavy, moderate, or light; each
household may be classified as owning no cars, one car, or two or more cars. Our aim here is to
present some inferential procedures that can be used to study data that are classified into multiple
categories.

151 MULTINOMIAL POPULATIONS

When each element of a population is assigned to one and only one of more than two
attribute categories, the population is called a multinomial population.

152 ATTRIBUTE (QUALITATIVE VARIABLE)

A characteristic which varies only in quality from one individual to another, is called an
artribute. Examples of attributes are: marital status, education level, blindness, smoking, richness,
beauty efc. It is not possible to measure an attribute quantitatively. The quantitative data relating
to an attribute may be obtained simply by noting its presence or absence in the objects, and then
counting that how many do or do not possess that attribute.

15.2.1 Class and Class Freguency. A class is a set of the objects which are sharing a given
characteristic. A class frequency is the number of observations ( or objects ) which are distributed
in a class.

15.2.2 Classification of Objects. The objects (or individuals) can be divided into two distinet,
mutually exclusive and complementary classes according to whether the objects do or do not
possess a particular attribute. This process of dividing the objects into two mutally exclusive
classes is called dichoromy.

If several attributes are noted, the process of classification may be continued indefinitely.
The objects that are classified according to as they do or do not possess the first attribute can
further be subdivided according to as they do or do not possess the second attribute and the
objects of each of these subclasses can still further be subdivided according to as they do or do
not possess the third attribute, and so on, every class being divided into two subclasses at each
step. For example, the members of the population of district Lahore may be classified according
to sex as males or females; the members of each sex may be further subdivided according to
marital status as married or unmarried; that results into the married males, unmarried males,
married females or unmarried females; the members of these four classes may be still further
subdivided according to educational status as literate or illiterate.

215
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15.2.3 Notations and Terminology. For theoretical study it is necessary to have some
notations to represent different classes and their class frequencies. The capital Latin letters A, B,

+ are used to denote the attributes and their presence. The Greek letters o, f§, -« - are used
to denote the absence of these attributes. Thus A will denote that the object possesses the
attribute A and o will denote that the object does not possess the attribute A; B will denote
that the object possesses the attribute B, and B will denote that the object does not possess the
attribute B. Hence “ 0™ means “notA”,“S"™ means “not B ",

Class frequencies will be denoted by enclosing the class by symbols in brackets, Thus
( A ) denotes the number of objects possessing the attribute A: ( @ B ) denotes the number of
ohjects possessing the attribute B but not the attribute A.

The attributes denoted by A, B, --- are called positive attributes and their contraries
denoted by o, B, -+ are called megative attributes. Thus the classes A, B and AB

represented by positive attributes are called positive classes; the classes o, f and of
represented by negative attributes are called negative classes; and the classes AS, oB, erc.
represented by both positive as well as negative attributes are called contrary classes.

15.2.4 Order of Classes. Order of class is known by the number of atiributes specifying the
class, e g., a class specified by one attribute is known as the class of order 1, the classes
specified by two attributes are called as the classes of order 2: and the classes specified by three
attributes are known as the classes of order 3. The total number of observations denoted by n is
called the frequency of the class of order zero since no attributes are specified.

In the study of only one attribute A, we have the following frequencies

Frequency of the class of order zero : "
Frequencies of the classes of order | : (A) (a)

In the study of two attributes A and B, we have the following frequencies
Frequency of the class of order zero : n
Frequencies of the classes of order 1 : (A), (o), (B), (B)
Frequencies of the classes of order 2 : (AB), (AB), (aB), (af)

These observed frequencies can be expressed in the form of a 2 x 2 table as

Attribute B
Atiribute A B B Total
A (AB) (Af) (A)
o (aB) (o) (o)
Toral (B) (B) e

15.2.5 Number of Class Frequencies. If we include the total number of observations n as a
frequency of the class of order zero, then in general, for k attributes the total number of class
frequencies would be ( 3 ). Thus in case of only one attribute the total number of class
frequencies would be (3)' = 3; for two attributes itis (3 )* = 9, and so on.
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15.2.6 Ultimate Class Frequency. The frequencies of classes of the highest order are called
wltimate class frequencies. The number of ultimate class frequencies for k attributes is given by
( 2 ). Thus in case of two attributes the number of ultimate classesis (2)° = 4, and soon.

If n is included as a positive class, then for k attributes the number of positive classes
is the same as the number of ultimate classes. For two attributes, the positive classes are n, (A ),
(B), (AB) and the ultimate classes are (AB ), (AB), (aB), (af).

It is interesting to note a very simple result that any class frequency can always be
expressed in terms of the class frequencies of higher order. Any class can always be expressed as
a sum of its two subclasses produced by dichotomizing it for the study of a new characteristic.
For example, in the study of two attributes, we may have:

n=(A)+(a) n=(B)+ ()
(A) = (AB) + (AB) (B) = (AB) + (aB)
() = (aB) + (0f) (B) = (AB) + (up)

15.2.7 Consistence of data. The class frequencies that have been observed in one and the
same population are said to be consistent, if they conform with one another and do not conflict
each other. In the study of attributes, no class frequency can ever be negative. If any class
frequency is negative the data are said to be inconsistent, Inconsistency may be due to wrong
counting, inaccurate additions or subtractions or due to misprints. The necessary and sufficient
condition for the consistence of a set of class frequencies is that no ultimate class frequency
should be negative. To test the consistence of data, we calculate the ultimate class frequencies
from the given data and if any of the ultimate class frequencies turns out to be negative, data will
be inconsistent. If no ultimate class frequency is negative, the data are consistent, It is however
important to note that the consistence of data is no proof of accurate count, accurate additions or
subtractions or the absence of misprints.

153 INDEPENDENCE OF ATTRIBUTES

If in a sample of size n, the class frequencies of attributes A, B and AB are
represented by (A ), { B) and ( AB). Then we have

Proportion of individuals possessing A = (4)
n
. . B
Proportion of individuals possessing B = (2)
n
Proportion of individuals possessing - AB = (AB)
n

The two attributes A and B are said to be independent if,

Proportion of AB = ( Proportion of A ){ Proportion of B )
(AB) (A) x (B)

n n n
(AByra=L AR,

n
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In case of independence of attributes A and B, the 2% 2 table must have the form

Attribute B
Attribute A B B Total
¥ (A)(B) (A)(B) (A)
n n
= (o)(B) (e)( ) (@)
n n
Total (B) (B n

Example 151 If there are 144 A’s and 384 B's in 1024 observations. How many
(i) AB’s and (if) «f°'s will there be for A and B being independent.

Solution. Wehave n = 1024, (A) = 144, (B) = 384

For A and B being independent, we must have

(A)(B) (144 )(384)

@ e n 1024
(i) (o) = n—=(4) = 1024 - 144 = 880
(B) = n-(B) = 1024 - 384 = 640
(of) = (Q(B) _ (880)(640) _ .,
n 1024

Example 152 If the A's are 60%, the B's are 40%, of the whole number of observations,
what must be the percentage of AB's in order that we may conclude that A and B are
independent?

Solution. Let n = 100, then (A) = 60, (B) = 40
For A and B being independent, we must have

(AB) = (A)E) _ 60 x 40 = 2"
" 100

There must be 24% AB’s to justify the conclusion that A and B are independent.

Example 153 Given the following data. Find whether A and B are independent or
associated.

(i) n.= 150, (A) = 30, (B) = 60, (AB) = 12
(i) (AB) = 256, (of) = 144, (Af) = 48, (wB) = 768
Solution.

(7} Observed frequency of AB's = (AB) = 12
Expected frequency of AB's = (A)(B) = {3{:{:“60] = 12
n

(A)(B)
n

Since (AB) = , the attributes A and B are independent.
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(i) We have the 2 x 2 table as

Attribute B

Attribute A B B Total
A (ABR) = 256 (Af) = 48 (A) =304
(5 (aB) = 768 (af) = 144 () =912
Total (B) = 1024 (B) =192 n= 1216

Observed frequency of AB's = (AB) = 256
Expected frequency of AB's = (AJB) - (304)(1024) - 256
n 1216
Since (AB) = M. the attributes A and B are independent,
n

154  ASSOCIATION OF ATTRIBUTES
( CORRELATION OF QUALITATIVE VARIABLES )

The two attributes A and B are said to be associated if they are not independent, i. e.,

(Ap) ¢ SAUE),
n

Association of attributes may be classified as positive or negative.
15.4.1 Positive Association. The two attributes A and B are posirively associated or simply
assoctated, 1f

(ARY = L)
# ]

15.4.2 Negative Association. The two attributes A and B are negatively associated or simply
disassociated, if

oy )
n

It should be noted that disassociation does not imply independence.

15.4.3 Complete Association and Disassociation. There will be complete (or perfect positive)
association between two attributes A and B if one of them cannot occur without the other,
though the other may occur without the one, that is, if

i (A} = (B) = all A's are B's andall B's are A's
(i) (A) < (B) = all A's are B's
(i) (B) < (A) = all B's are A's

There will be complete disassociation { or perfect negative association ) between two
attributes A and B if none of A’s is B's and none of o'sis s
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154.4 Coeflficient of Association. The strength of association, between two atiributes A and
B, is known as coefficient of asseciation.

The Yule's coefficient of association, denoted by (0, is defined as :
(AB)(af) — (AB)(aB)
(AB)(af) + (AB)(aB)
This coefficient lies between — 1 and + 1.
If ¢ = 0, thetwo atiributes are independent.
If Q 1, the two attributes are completely associated.
If @ = -1, the two attributes are completely disassociated.
Example 154  Given the following ;

(AB) = 110, (cB) =90, (@Af =290, (af) = 510
Discuss association.
Solution. We havethe 2 x 2 table as

Q=

]

Attribute B
Attribute A B B Total
A (AB) =110  (AB) = 290 (A) = 400
o (aB) = 90 (af) = 510 (o) = 600
Total (B) = 200 (B) = 800 n = 1000
Observed frequency of AB's = (AB) = 110

(A)(B) _ (400)(200)

Expected uency of AB's =
e . n 1000

= B0

Since (AB) >

“’:m » the attributes A and B are positively associated.

Example 155 1660 candidates appeared for a competitive examination and 422  were
successful. 256 had attended a coaching class and of these 150 came out successful. Find the
coefficient of association between success and coaching a elass.

Solution. Let A represent success and B represent attending coaching class, then we have
n=1660, (A)=422, (B) =256, (AB) = 150

Attribute B
Attribute A B B Total
A (AB) = 150 (AB) = 422-150 = 212 |(A) = 422
o (oB)=256-150 = 106 (af)=1404-272 = 1132| (o) = 1660-422= 1238
Total (B) = 256 (B) = 1660-256 = 1404| n = 1660

(AB)(aff) — (AB)(uB)
(AB)(af) + (AB)(aB)
(150)(1132) — (272)(106)
(15031132 + (272)(106)

g =

= 0.71
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Exercise 15.1

L (a)
(b)

2. {(a)

(b)

(c)

. 3. (a)
®)

()

4. (a)
(b)

(e)

5. (a)
(b)

Distinguish between attribute and variable. Define positive classes, negative classes and
ultimate classes.
Given the following ultimate class frequencies, find the frequencies of the positive and
negative classes and the whole number of observations n.

(AB) = 95, (Af) = 55, (oB) = B5, (of) = 45
{n= 280, (A)= 150, (B) = 180, (a) = 130, (B) = 100}
Given the following frequencies of the positive classes, find the frequencies of ultimate
classes.

n 250, (A) 80, (¢BY = 100, (AB)Y = "T0

[(AB) 10, (oBR) = 30, (cf) = 140, (AB) = 70}
Measurements are made on a thousand husbands and a thousand wives. If the
measurements of husbands exceed the measurements of the wives in 800 cases for one
measurements, in 700 cases for another, and in 660 cases for both measurements, in

how many cases will both the measurements on the wife exceed the measurement on the
husband?

(160)

Giventhat (A) = (a) = (B) = (B) = nf2, show that
(H (AB) = (uff) (i) (APp) = (uB)

Define the consistence of the data.

Find whether the data given below in each case are consistent?

() n =120, (A) = 82, (AB) = N

(i) n =50, (A) =40, (B) = 32, (AB) = 15

(iify n = 1000, (AB) = 200, (AB) = 350, (oB) = 500
[ (i} Not consistent since ( Af) — 8, (i) Not consistent since (af) = -7,

(iti) Not consistent since ( o) —50}
Comment on the following data contained in a report: 100 students appeared in a test of
whom 80 passed in Statistics: 70 passed in Mathematics and 48 passed in both the
subjects.
{ Not consistent, since (af) = -2
What is meant by independence of attributes.
There is 240 A'sand 270 B's in 600 observations. What would be the number of AB
if A and B are independent. .
{(AB) = 108}
If A's are 60% and B'sare 40% of the whole number of observations, what must be
the percentage of AB's in order that we conclude that A and B are independent.
| AB’s are 24% }
When are two attributes independent, positively associated, negatively associated?
Given the following data, determine the nature of association between the attributes A
and B, i e., find whether A and B are independent, positively associated or negatively
associated.

M " (A) = 30, (B) = 60, (AB) = 12, n = 150

(i) (AB) = 110, (aB) = 90, (AB) = 290, (of) = 510
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(iii) (A) = 415, (AB) = 147, (a) = 285, (af) = 170
[ (i) Independent, (ii) Positively associated, (iii) Negative associated )

6. (@) What is meant by association of attributes?

{(b) Explain the difference between the following with examples.

(f)  Attribute and variable,
(ify  Correlation and association,
(iif) Positive association and negative association
7. (@) Find the association between injection against typhoid and exemption from
attack from the following contingency table
Attribute Attacked Not attacked
Inoculated 528 25
Mot inoculated 790 175

(@ = 065) _

() Calculate the coefficient of the association between the intelligence of fathers and sons
in the following data:

Intelligent fathers with intelligent sons = 265
Intelligent fathers with dull sons = 100
Dull fathers with intelligent sons = 95
Dull fathers with dull sons = 450
(0 = 0.85)

{¢) Find if there is any association between the tempers of bothers and sisters from the

following data :
Good natured bothers and good natured sisters = 1230
Good natured bothers and sullen sisters = 850
Sullen bothers and good natured sisters = 530
Sullen bothers and sullen sisters = 980
(@ = 046)

8. (@) 750 students appeared in an examination and 470 were successful. 465 had attended
classes and 58 of them failed. Calculate the coefficient of association to discuss
association between attending classes and success,

(@ = 0.92, highly positive association )

(b) 100 students appeared in an examination, and 50 failed in Mathematics, 60 failed in
Statistics and 40 failed in both. Find if there is any association between the failing in
Mathematics and Statistics.

(@ = 0.71) {
() Can vaccination be regarded as preventive measure for small pox from the following

data: “Of 1482 persons in a locality exposed to small pox, 368 in all were
attacked. Of 1482 persons, 343 persons, had been vaccinated and of these 35 were
attacked”.

(Q = -057)

4
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155  TWO DIMENSIONAL COUNT DATA: CONTINGENCY TABLE

: A simple random sample of n elements selected from a bivariate multinomial population
that has been classified into r categories A;, A,, ---, A, of attribute A and ¢ categories

B,, B,, -, B, of auribute B will produce a two-way frequency table which is called an r X

¢ confingency fable — a name due to Karl Pearson. A contingency table is made up of the
observed frequencies relative to the two attributes and their categories which is generally
presented in the following tabular form, with rows representing the r categories A,, A4;,, ", A

of attribute A and columns representing ¢ categories B, B,, - -+, B of attribute B.
15.5.1 Cell Frequency. The number of observations falling in a particular cell is called the cell
frequency.

An r x ¢ Contingency Table

Attribute B

Attribute A B, B, B, s B, Row total

A T ) 0y b 2y 0.

A, oy O T : 2y, o3

AJ O O3 ﬂrj L o,

-

A.r 0r| 2.3 ﬂ”; . Lo ﬂr‘

Column total 0, 0,5 0. S 0., =

The table shows, in all, k = r ¢ cells or categories. The symbol O;; denotes the

number of sample observations in the ( i, j ) category of attributes A and B, respectively, for
i=1,2-+-, rand j =1, 2 ¢+, c The entries in the table represent the realizations o,

the observed frequencies of the random variables @, ;. Note that the i-th row total is the observed

frequency of the i-th category of auribute A summed over all categories of attribute B.
Similarly, the j-th column total is the observed frequency of the j-th category of attribute B
summed over all categories of attribute A. Let

0, = -E‘.”” for i= 1, %
F=
I

"'-:'=Z’."u for j.= L2y e

denote the.mw and column sums, respectively, where the “dot” notation indicates the subscript
over which summation has taken place. That is
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0;; = Observed frequency of 4, N B,
0;. = Observed frequency of A, i e, i-th row total
o,; = Observed frequency of B, i e., j-th column total

iiﬂ”=r_§ﬂi;= }:,a.j:n

im] jm]

156  TEST FOR STATISTICAL INDEPENDENCE

In analyzing bivariate multinomial populations, the first-step of a typical inferential
aspect of interest usually is whether the two attributes are statistically independent or whether
certain levels of one attribute tend to be associated or contingent with some levels of another
attribute. If they are independent, we know that there is no relationship between them. If it turns
out that they are not independent and a relationship does exit between the two attributes, the next
step in the analysis then is to study the nature of the relationship. We begin with the first step of
the analysis, testing whether or not the two attributes are independent.

We are concerned with testing the null hypothesis that the two criteria of classification
are independent. Recall, if two classifications are independent of each other, a cell
probability will equal the product of its respective row and column probabilities in accordance
with multiplicative law of probability. Therefore, the null hypothesis stating that the
events A, A;, -+, A are independent of events B,, B,, -+ -, B can be rephrased

P(A,nB;) = P(A)P(B;) foralli=1,2--,randj=12"-,e
Thus the null and alternative hypotheses for a test of statistical independence are
Null hypothesis H;: A and B are independent for all cells (i, j)
Alternative hypothesis H,: A, and B, are not independent for some ( i, j )

Here, H, represents statistical independence and H, represent statistical dependence.
The problem now becomes testing the goodness of fit for the model of independence.
We compare the observed frequencies o, ; Wwith the expected frequencies E(O, ;) that are

expected if the attributes are independent. Under the null hypothesis of independence of attributes
the estimate of expected frequency E( 0,,) is

Pt 0p. 0. _ (i-throw total)(j-th column total )
H n number of observations
The test statistic then becomes

% r £ {0‘_ = }2
& =% i;[ ;g] J :

Ei_f

which has an approximate chi-square distribution with v = (r - 1) ¢ - 1) degrees of
freedom for large n.
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In this case, we base the test statistic on the expected number of elements € in the

sample from each category if H,, is true and the postulated proportions hold. The farther the
observed frequency o,; departs in either direction from the expected frequency e, i the large is

(0;; — ¢;) and hence the larger is . On the other hand, if there is perfect agreement between

the observed and expected frequencies, i. e., o;; and e;; are identical for all classes, ¥ =10

because each (o, . Y = 0. If all the observed frequencies o, are close to the expected

ij F

frequencies ¢, supporting H,, the value of x* will be near to zero; if o, ; are far from ¢,

indicating rejection of H,, the y* will assume a large positive value, It follows, therefore, that
for a given level of significance o the critical region is the upper tail of chi-square distribution
with v =(r—1)}c¢ - 1) degrees of freedom, i e,

Critical region: FH SR

On the question how large a sample size should be, we know that this test is based on the
normal approximation to the binomial, a fairly conservative rule of thumb is that the
approximation is adequate if each ¢, = 5. If there are not at least 5 items, the value of chi-
square is inflated because squared differences are divided by a very small size expected frequency
in x> = Z((o; —¢;)? !/ ¢;; ). However, if the cells have too small expected frequencies the

condition of at least 5 ilems in each expected frequency class can also be accomplished by
combining neighbouring row or column class, but for pair of rows or columns that is combined
the number of rows or columns for degrees of freedom is reduced by one,

15.6.1 Assumptions. To conduct a valid test of hypothesis for independence using data from a
contingency table, the following conditions must be met.

{(f) A simple random sample of size n has been sclected from a bivariate multinomial
population.
(if) The sample size n is reasonably large so that for each cell, the estimated expected
frequency must be at least 5.
15.6.2 Yates’ Correction. To improve the approximation to the 7 distribution and thus be

able to obtain a more exact probability value from the x? table, F. Yates has proposed a

correction for continuity, applicable when the criterion has a single degree of freedom. The
correction is intended to make the actual distribufion of the criterion, as calculated from discrete

data, more nearly like the 2 distribution based on normal deviations. The relation Z* = x*
between Z and y? holds only for a single degree of freedom. The approximation calls for the -
absolute value of each deviation to be decreased by 1/ 2, because for two celled tables, the
deviations are always equal in magnitude but opposite in sign. Therefore

= E (|n—e| -05)2

- €

Thus Yates® correction is analogous to the continuity correction which is applied in the
normal approximation to the binomial distribution. There is a tendency to under estimate the

Adjusted ¥°
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probability, which means that the probability of rejecting the hypothesis will be increased.
Adjustment results in a lower chi-square, Consequently, in testing hypothesis, it is worthwhile
only when unadjusted jy? is greater than tabulated ¥ at the desired probability level. When
n{or e) is large continuity correction has little effect, but when e's are small, it should be
applied. When |o — e| is less than 0.5, the continuity correction should be omitted.

15.6.3 Coefficient of Contingency. The coefficient of contingency is a measure of the strength
of association on a numerical scale as an index of association between two criteria of
classification. When the test for statistical independence leads to the conclusion of dependence,
we may wish to measure the strength of association between two criteria of classification. Insofar

as the y? statistic represents an over all deviation from the model of independence, it is
intuitively reasonable to use this statistic to gauge the strength of this association. We may call
7 as the “square contingency”. But in applying the ¥ ? statistic as a measure of association the
limitation is that the number of degrees of freedom attached to this statistic depends upon the
dimensionality of the contingency table. A y? value of 165 ina 2 x2 contingency table
would reflect a significant association, but this would not be soina 6 x 8 c:-::n_tingcncy table.
Several measures of association have been proposed to adjust the ¥ ? statistic to a common scale
that is irrespective of the dimensionality of the contingency table. We then write
¢2 = X_z
n
and call ¢* as the “mean square contingency”. In the following are two commonly used

formulas, large values of a measure indicate a strong association and small values of a measure
indicate a weak association between the two criteria of classification.

Pearson's coefficient of mean square contingency:

s k. n-:cgq__]

n+ gt " _ q
where q represents the number of rows or columns, whichever is smaller, and n indicates the
sample size.
Example 15,6 Four hundred and ninety two candidates for scientific posts gave particulars of
their university degrees and their hobbies. The degrees were in either mathematics, chemistry or
physics and the hobbies could be classified roughly as music, craftwark, reading or drama. The
data are presented concisely in the following contingency table.

Degree
Habby Mathematics Chemistry Physics
Music 24 B3 17
Craftwork 11 62 28
Reading 32 121 34
Drama 10 26 44

Discuss the association berween the two criteria of classification, i.e., the degrees and hobbies. If
the null hypothesis of independence iy rejected, calculate the Pearson’s coefficiemt of mean
square contingency. Whar could be its maximum value for this contingency table.
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Solution. The elements of the one-sided right tail test of hypothesis are

Null hypothesis H,: The degree and hobby are independent.

Alternative hypothesis H,: The degree and hobby are not independent.

Level of significance: o = 0.035 = 1 -a = 095

Tast statistic: ! = i i (0:; = &; )? follows an approximate chi-square
. Ey i ¢ distribution under H, with

Degrees of freedom: v=(r=—IXe=1)=(4=1X3-1) = K

Critical value: Xvi-« = Xeoss = 1259  (FromTable 11)

Critical region: 12> 1259

Decision rule: Reject H, if ¥* > 12.59, otherwise do not reject H,;.

Observed value: The observed frequencies o, are :
Degree

Hobby Mathematics: B, ~ Chemistry: B, Physics: By Row total
Music: A, 24 83 17 0, = 124
Craftwork: A, 11 62 28 0,. = 101
Reading: A, 32 121 34 0y = 187
Drama: A, 10 26 44 0, = 80
Column total o, =177 o, = 202 o.y = 123 n = 492

The expected frequencies ¢, ; under the null hypothesis of independence are

0. 0. (i-th row total) (j-th column total )
Sy = - 5 :
n number of observations
which are given in the following table. Only (r — 1)c — 1} = (4 - 1}3 -1 ) = 6 expected
frequencies are obtained through this procedure. We could work through this procedure to give
the other expected frequencies, but this is unnecessary, as the remaining frequencies can be found
by using the fact that the sub-totals and totals must agree with those in observed data:

Degree
Hobby Mathematics: B, Chemistry: B, Physics: B, | Row total
Mosic: A4 [ BB _ g5y GANEH) g 310 124
492 492
Crafiwork: 4, | BORUD _ 154 QOZ) _ 59 253 101
492 492
Reading: A, M = 203 M =111.0 46.7 187
i 492 492 =
Drama: A, 12.5 475 20.0 80
Column total 77 292 123 492
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The x? -statistic is caleulated as under

(?el_l Observed frequency  Expected frequency (o =&y 32
(i]) 0 ¢ S ~Teaans
if
A B, 24 19.4 1.09
AB, 83 73.6 1.20
AB, 17 31.0 6.32
A, B, 11 15.8 1.46
A,B, 62 50.9 0.07
A, B, 28 25.3 0.29
A,B, 32 293 0.25
A;B, 121 111.0 0.90
A B, 34 46.7 345
A8 10 12.5 0.50
A8, 26 47.5 9.73
A,B, a4 200 28.80
Total 492 492 x:= 5406
Conclusion: Since x* = 54.06 > 12.59, we reject H, and conclude that the two criteria

of classification are association.
Pearson's coefficient of mean square contingency;

x 54.06
C = e Je . i
1]”_,_1.2 'J492+54,06 s

Maximum value of C for this contingency table:

J“'l = Ji——l = 0.8165
q 3

Example 15.7  Discuss the resemblances of stature of parents and off-springs for the following

data
Parents
Off-springs Very tail Tall Medium Short
Very tail 20 30 20 2
Tall 14 125 835 12
Medium 3 140 165 125
Short 3 37 68 151
Solution, The elements of the one-sided right tail test of hypothesis are
Null hypothesis: H,,: The stature of off-springs is independent of the stature of parents,

Alternative hivpothesis: H,: The stature of off-springs is not independent of the stature of

parents,
Level of significance: o = 005 = l —a = 095
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F P la] — }2 . ]
3= Sl | follows an approximate chi-square
ik PN dp i i o "
Texr-suatistic: i=lj=k € distribution under H, with
Degrees of freedom; v = (r=llc=1) = (4 = 1}3 = 1) = B&, since first two

column are pooled because ¢;, = 2.88 < 5.

Critical value: Xi1_a = Xeoes = 1259  (From Table 11)

Critical region: 2% > 1259

Decision rule: Reject H, if x* > 12.59, otherwise do not reject H,,.

Observed value: The observed frequencies o, ; are given in the following contingency
table:
Parenis
Off-springs | Very tall: B, Tall: B, Medium: B,  Short: B, Row total
Very tall: 4, 20 30 0 9 o, = 12
Tall: A, 14 125 85 12 0,. = 236
Medium: A, 3 140 165 125 0y, = 433
Short: A, 3 37 68 151 0. = 259
Column total o, =40 @, = 332 0., = 338 a., = 290 n = 1000

The expected frequencies ¢, under the nuil hypothesis of independence are

T 8., _  ({i-throw total ) { j-th column total )
o n number of chservations

which are given in the following table. Only (r = 1){ic = 1) = (4 — 1¥4 — 1) = 9 expected
frequencies are obtained through this procedure. We could work through this procedure to give
the other expected frequencies, but this is unnecessary, as the remaining frequencies can be found
by using the fact that the sub-totals and totals must agree with those in observed data.

Parents
Off-springs Very tall: B, Tall: B, Medium: B, Short B, Row total
Very tall: A, (72)(40) (72)(332) (72)(338)
1000 1000 1000
= 2.88 = 23.90 = 24.34 o e
Tall: A, (236} (400 (236)(332) (236)(338)
1000 1000 1000 :
= 044 = 78.35 = 79.77 Sy 245
Medium: A, (4333 (40) (433)(332) (433)(338)
o g oy 125.57 433
= 17.32 = 143.76 = |46.35 G
Short: A, 10.36 85.99 87.54 75.11 259
Column total 40 332 338 290 1000
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Combining the first and second columns of the expected frequencies, we get

Parents
Off spring Tall: B, Medium: B,  Short: B,
Very tall: A, 288 + 2390 = 2678 24.34 20.88
Tall: A, 044 + 7835 = 871.79 79.77 68.44
Medium: A, 17.32 +143.76 = 161.08 146.35 125.57
Short: A, 10.36 + B5.99 = 9635 87.54 75.11
Accordingly, we combined the observed frequencies as under
Parents
Off spring Tall: B, Medium: B, Short: B,
Very tall: A, 20 +30 = 50 20 2
Tall: A, 14 +125 = 139 85 12
Medium: A, 3 +140 = 143 165 125
Short: A, 3 +37 = 40 68 151
The y? statistic is calculated as under
Ce%l Observed frequency Expected frequency (0;; = ¢ )2
(i) 0; € T—"‘
iJ
A, B, 50 26.78 20.13
A, B, 20 24.34 0.77
A, B, 2 20.88 17.07
A, B, 139 87.79 29.87
A, B, 85 79.77 0.34
A, B, 12 68.44 46.54
A, B, 143 161.08 2.03
A, B, 165 146.35 2.38
Ay By 125 125.57 0.00
Ay By 40 96.35 32.96
A, B, 68 87.54 4.36
A, By 151 75.11 76.68
Total 1000 1000 ¥ =23313
Conclusion: Since y* = 233.13 > 12.59, we reject H; and conclude that the Stature of

off-springs is not independent of the stature of the parents.
Pearson's coefficient of mean square confingency .

2
P | Sl RS oguss
n+ xt 1000 + 233.13
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Example 158 A random sample of 30 adults is classified according to the sex and the
number of hours they watch television during a week :

Sex
Time watching television Male Female
Over 25 hours 5 8
Under 25 hours 10 7
Using @ = 001 test the hypothesis that a person’s sex and time watching television are
independent,
Solution. The elements of the one-sided right tail test of hypothesis are
Null hypathesis H: The sex and time watching television are independent.
Alternative hypothesis H,: The sex and time watching television are not independent,
Level of significance: o = 0.01 =% l-o = 099
roe f]o-- =7 J - 05)2 follows an approximate
Test statistic: =2 X L ASR chi-square distribution
i=lj=1 €; under H, with
Degrees af freedom: v=(r=1I)e=-1)=(2-1¥2-1) =1
Critical value: e tin = Fhose = B63
Critical region: x? > 663
Decision rule: Reject H,, if y* > 6.63, otherwise do not reject H,.
Observed value: The observed frequencies 0;; are given in the following table:
Sex
Time watching television Male: B, Female: B, Row total
Over 25 hours: A, 5 8 o, = 13
Under 25 hours: A, 10 7 oy, = 17
Column total o, = 15 0., = I5 A= 30

The expected frequencies e, ; under the null hypothesis are

o 9. 0.;  (i-throw total )( j-th column total )
i n number of observations
Sex
Time watching television Male: B, Female: B, Row total
Over 25 hours: A, % =65 6.5 13
Under 25 hours: A, 8.5 = B.S 17
Column total I5 15 30
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Now we calculate the ¥ * statistic as under

Ca@gpq Observed frequency Expected frequency {I Oy =24 | ~ 05)?
(%) O €
! l’:"u

A B, 5 6.5 0.154

A B, B 6.5 0.154

A, B, 10 85 D.118

A, B, T 8.5 0.118

Total 30 30.0 ¥ = 0544
Conclusion: Since ¥* = 0544 < 6.63, we do not reject Hy: m,,;= m,. m.; for all

(i, j) against H: @, #m. W, for at least one (i, j).
Exercise 15.2

1. (@ Define contingency table and cell frequency. What is a 2 X 2 contingency table.

(b) Inan investigation into eye-colour and left or right handedness of a person, the following
results were obtained:
Handedness
Eye colour Left Right
Blue 15 85
Brown 20 80

Do these results indicate, at the 5% level of significance, an association between eye

colour and left or right handedness.

( Since Adj ¥ = 056 < 384 = xfm..,s. we do not reject H,;: There is no
association between eye colour and left or right handedness against H|: There is
association between eye colour and handedness, )

{(¢) - An investigation into colour-blindness and sex of a person gave the following results:
Colourblindness
Sex Colourblind Not colourblind
Male 36 064
Female 19 981

Is there evidence, at the 5% level, of an association between the sex of a person and

whether or not they are colourblind?

(Since Adj ¥ = 479 > 384 = y . Wereject H;: There is no association
between sex of a person and colour-blindness in favour of H,: There is association
between sex of a person and colour-blindness. )

2. (@) A driving school examined the results of 100 candidates who were taking their driving

test for the first time. They found that out of the 40 men, 28 passed and out of the 60
women, 34 passed. Do these results indicate, at the 5% level of significance, a
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(b)

3. (a)

(b)

4. (a)

relationship between the sex of a candidate and the ability to pass first time 7
(Since Adj y = 1290 < 3.84 = x ..., we do not reject Hy,: There is no

relationship between the sex of a candidate and the ability to pass first time against
H,: There is relationship between the sex and ability to pass.)

Out of 1350 persons, 450 were literate and 600 had traveled beyond the limits of their
district, 300 of the literates were among those who had traveled. Find out by calculating
(i) coefficient of association, (if) the value of chi-square,  if there i any association
between traveling and literacy.

(Q = 06, Since Adj x> = 133.65 > 3.84 = x. ., we reject Hy: There is no
association between traveling and literacy in favour of H,: There is association between
traveling and literacy. ) '

The following are the data on a random sample of 150 chickens, divided into two
groups according 1o breed and into three group according to yield of eggs.

Yield

Breed High Medium Low
Rhode Red 46 29 28
Leghomn White 27 14 6

Afe these data consistent with the hypothesis that yield is not affected by the type of
breed?

( Since ? = 407 < 599 = 12!: 0.05 » We do not reject H,: There is no association
between chicken breed and yield of eggs against H,: There is association between

chicken breed and yield of eggs. )

The students of a college took three courses : arts, commerce and science. The students
were classified according to the sex. The data on these students are given as follows :

Course of study
Sex Arts Commerce Science
Male 200 300 100
Female 100 200 100

Use chi-square test whether there is any association between sex and choice of course
of study.

( Since y* = 13.888 > 599 = x- ... we reject H,: There is no association
between sex and course of study in favour of H,: There is association between sex and
course of study. )

The following table shows liking of three colours: pink, white and blue in samples of
males and females:

Sex
Colour Male Female
Pink 20 40
White 40 20
Blue &0 20
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(B)

5. (a)

(b)

Test whether there is any relation between sex and colour.

( Since y? = 26.3889 > 599 = x;.r o5 » We reject H: There is no relation between
sex and liking of colours in favour of H,: There is relation between sex and liking
of colours. )

The following table gives the condition at home and condition of the children.

Condition at home

Condition of children Clean Not clean

Clean 175 143

Fairly clean 136 116

Dirty 125 145

Test for the association between the conditions at home and condition of children.

(Since ¥? = 5.027 < 599 = x; 45, We do not reject H,: There is no association

between conditions at home and condition of children against H,: There is no
association between conditions at home and condition of children. )
The table given below shows the relation between the performance of students in
economics and statistics. Test the hypothesis that the performance in economics is
independent of the performance in statistics using 5% level of significance
Grade in statistics
Grade in economics High Medium Low
High 56 96 28
Medium 48 168 . 24
Low 16 B6 78

2

(Since x* = 892112 > 949 = x7 ... we reject H,: There is no association

between the performance of students in economics and statistics against H,: There is
association between the performance in economics -+ statistics. )
A thousand households are taken at random and divi- - into three groups A, B and C,
according to the total weekly income. The following table shows the numbers in each

group having a colour television receive, a black and white receiver, or no television
at all.

Income group
Television type A B C
Colour television 56 51 93
Black and white 113 - 207 375
None 26 42 32

Calculate the expected frequencies if there is no association between total income and
television ownership. Apply a test to find whether the observed frequencies suggest that
there is such an association.

(Since ¥? = 266 > 949 = xf;ulﬁ , we reject H,: There is no association between
television type and income group in favour of H,: There is association between
television type and income group. )
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6. (a)

(&)

()

A random sample of 200 married men, all retired, were classified according to education
and number of children as indicated below :

Number of children
Education 0—1 2—3 Over 3
Elementary 13 37 35
Secondary 19 42 14
College 12 i 11

Test the hypothesis, at 5% of significance, that the size of family is independent of the
level of education attained by the father.

( Since x2 = 117194 > 949 = xf:n_gs.we reject Hy: There is no association

between education and number of children in favour, of H,: There is association
between education and number of children. )
A survey of 200 families known to be regular television viewers was undertaken. They
were asked which of the three television channel they watched most during an average
week. A summary of their replies is given in the following table, together with the region
in which they lived.

Region "
Channel North East South West
PTV 1 29 16 42 23
PTV 2 6 11 26 7
STN 15 3 12 10

‘Test the hypothesis that there is no association between the channel watched most and
the region.

( Since 2 = 13446 > 1259 = Xe nos. We reject Hy: There is no associatio

between the channel and region in favour of H,: There is association between the
channel and region. )
From the following table showing the number of employees and condition of factory,

Condition of Number of persons employed
premises Under 50 51 —150 151 —250  Over 250
A 84 133 49 62
A, 87 82 20 25
A 26 9 9 5

Discuss the association between the condition of premises and the number of persons
employed. Compute the coefficient of contingency.

(Since z2 = 3006 > 1259 = xg o5 We reject Hy: There is no association
between the condition of premises and the number of persons employed in favour of
H,: There is association between the condition of premises and the number of persons
employed. C = 0.22)
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157 RANK CORRELATION.

The correlation between ranks of individuals for both the variables X and ¥ is called
rank correlation. A special case of correlation is when both the variables X and ¥ consist of
sets of ranks. Suppose, for example, that two judges have ranked the same set of n objects
according to some characteristic of interest. We are interested in determining whether the ranks
assigned to the objects by one judge are related to or show any agreement with ranks assigned to
the same objects by another judge.

15.7.1 Derivation of Spearman’s Coefficient of Rank Correlation. Suppose that we have a
sample of n individuals from a continuous bivarate population and two measurements for
variables X and ¥ are made on each individual. We have n pairs of observations ( a;. b)),

(ay, by), *++,(a,, b,). These values for two variables can be ranked in separate ordered series.
Let x,, x,, ***, x, be the ranks of a,, a,, **-, a, and y,, ¥, *++, ¥, be the ranks of

by, by, +++, b,. The coefficient of rank correlation r_is the ordinary correlation coefficient
between the two sets of ranks. Then the coefficient of rank correlation is
gl
g nin? -1)

The r, always lies between — 1 and + 1. This formula is called Spearman’s coefficient
of rank correlation, in the honour of Charles Edward Spearman. Spearman's rank correlation
coefficient is equivalent 1o Pearson’s product moment correlation coefficient computed for ranks
rather than the original observations. This nonparametric procedure can be useful in correlation
analysis even when the basic data are not available in the form of numerical magnitudes but when
the ranks can be assigned. The ranks may be assigned in order from high to low, with 1
representing the highest, 2 the next highest, erc. (or in order from low to high, with 1
representing the lowest, 2 the next lowest, erc.).

Example 15.9 Using Spearman's formula caleulate cor* ‘ent of rank correlation for the
following data giving ranks to the measured quantities.

a; 4.7 29 6.4 .5 4.9 T3
b, 8.6 54 6.2 49 8.3 7.2
Solution. The coefficient of rank correlation is obtained as
Measurements Ranks
a, b; X ¥ d; =x -y, d?
4.7 8.6 4 1 3 9
29 5.4 5 5 0 0
6.4 6.2 2 4 =) 4
2.5 4.9 6 f 0 0
49 83 3 2 1 |
7.3 7.2 1 3 -2 4
Sum 18
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Exercise 153

L. (a)
(b)

(e}

1 (a)

(k)

4. (a)

What is rank correlation?

The following table shows how 10 students, arranged in alphabetical order, were
ranked according to their achievements in both laboratory and lecture portions of a
statistics course. Find the coefficient of mark correlation.

Laboratory 8 3 9 2 T 10 4 6 1
Lecture 9 5 10 | 8 7 3 4 2
(r. = 0.8545)

The ranks of the same 10 students in Mathematics and Economics were as follows:

(1,6% (2, 5% {3, 1) (4, 4% (5 2x (6 7% 8% (8 10X
(9 3% (10, 9); the two numbers within brackets denoting the ranks of the same
students in Mathematics, and Economics respectively. Calculate the rank correlation
coefficient for proficiencies of this group in two subjects.

(r, = 045)

Five sacks of coal 4, B, C, D and E have different weights, with A being
heavier than B, B being heavier than C, and so on. A weight lifter ranks the sacks
{ heaviest first ) in the order A, D, B, E C. Calculate a coefficient of rank correlation.
(ro= D5
Seven army recruits A, B, C, D, E, F and G were given two separate aptitude tests,
Their orders of merit in each test were
Order of merit Ist 2nd 3rd 4th Sth Gth Tth
First test (e F A D B & E
Second test D F E B G £ A

Find Spearman's coefficient of rank correlation between the two orders and comment
briefly on the correlation obtained.
—0.036, Very little negative correlation )

(r, =

Ten competitors in a beauty coniest are ranked by three judges in the following order

Competitor A B (& D E F G H 1 J
Judge X 1 6 3 10 3 2 E 9 7 8
Judge ¥ 3 3 8 4 7 10 2 1 6 9
Judge Z ] 4 9 8 1 2 3 10 3 T

Use Spearman'’s rank correlation coefficient to discuss which pair of judges have the
nearest approach to common tastes in beauty.
-0.30, r,. = 0.64; This indicates that judges the X and Z

(ryy = -0.21, e = 3
have the nearest approach to common tasies in beauty. )
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(b) The following table shows the grade point average awarded to six children m a
competition by two different judges.

Child A B C D E F
Judge X 6.8 7.3 8.1 948 7.1 9.2
Judge ¥ 7.8 0.4 7.9 9.6 89 6.9
Calculate coefficient of rank comrelation by Spearman's formula.
(r. = 0.26)
{¢) The following table shows the marks of six candidates in two subjects.
Candidate A B D E F
Mathematics X, 38 62 56 42 59 48
Statistics ¥ 64 89 &4 6l 73 69
(i)  Calculate the coefficient of rank correlation.
" (if) Comment on the value of your result.
| (i) 0.886, (ii) High positive correlation }
Exercise 154
Objective Questions
1. Fill in the blanks.
() A characteristic which varies in quantity from one individual
to another is called a (variable)
(if) A characteristic which varies in quality from one individual )
to another is called an —— (attribute)
(#if)  The observations made on objects regarding an attribute are
called data. (gualitative)
(iv) is a process of dividing the objects into two _
mutually exclusive classes of an attribute. (Dichotomy)
(v)  The degree of linear relationship between the two variables
is called ——— (correlation)
(vi)  The degree of relationship between the two attributes is
called —— (association)
(vit)  The two attribures A and B are  if
(AB) = (A)(B) (independent)
n
(viii) The two attribures A and B are a1
(AB) # (assaciated)

(A)B)
n
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(ix)  The two attributes A and B are ——— associated, if
(AB) > LANB) (positively)
n
(x)  The two attributes A and B are ———— associated, if
(AB) < LANB), {negatively)
n
(xf)  The coefficient of association, denoted by ©, is a measure
of association between the two ———, (artribures)
(xii)  If the coefficient of association equals 0, the two attributes
A and B arg ——, (independent)
(x7if) If the coefficient of association is not equal to 0, the two
attributes A and B are ————, (associated)
(xiv)  If the coefficient of association equals — 1, the two attributes
A and B are completely ——, (dissaciated)
{(xv)  If the coefficient of association equals 1, the two attributes
A and B are completely ———, lassociated)
{xvi} A ——— table consisting of r rows and ¢ columns is
made up of the observed frequencies relative to two
attributes and their categories. {contingency)
{xvii) The two atiributes are said to be ————, if for every cell
of a contingency table the observed frequency o;; is equal
to expected frequency ¢, . (independent)

(xx)  Foran rxc contingency table, the 2 -statistic has degrees

of freedlom v = — (r=1)e~-1)
(xxiv) The larger are the difference between the observed and

expected frequencies, the larger will be the value of 2

which leads to the ———— of H, of independence. (rejection)
(xxv) The rejection of H, of independence indicates that the two
criteria of classification are —— {associated)
(xxvi) In a chi-square test for independence, no expected frequency
should be ———— than 5. (less)
i Mark off the following statements as false or true.
() A characteristic which varies in quantity from one individual to
= another is called an attribute, (false)
(ii)  The quantitative data relating to an attribute may be obtained
simply by noting its presence or absence in the objects. (true)
iif)  The presence of attributes is denoted by capital Latin letters and
- . their absence by Greek or small letters. (true)

{w] The class frequencies of the highest order are called ultimate
class frequencies. (frue)
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T

- -

{W'J..'

r'

- (vid)

(i)
- (i
(x)

J-(xi)
. ':Iiﬂ-.

(i)
' (xiv)

(rvi

The two attributes A and B are associated, if.

(AB) = JANB)
n

The two attributes A and B are positively associated, if

(4B < LB

The coefficient of correlation, denoted by r, is a measure of the
strength of linear relationship between two variables.

The coefficient of association, denoted by Q, is a measure of
association between the two attributes.
The coefficient of association always lies between — 1 and 1.

A contingency table consisting of r rows and ¢ columns is
made up of the observed frequencies relative to two attributes
and their categories.

The disassociation of two attributes means their independence

A measure of the discrepancy between the observed and
expected frequencies is called a chi-square (x?) test of
independence.

The value of y? -statistic is always non-negative.

The larger are the differences between the observed and expected
frequencies, the larger will be the value of ¥® which leads to
rejection of H, of independence. .

The rejection of H,, of independence indicates that two criteria
of classification are associated.

(false)

ifalse)

(rrue)

(rrue)

(true)

(true)

(false)

(true)

(true)

(frue)

(true)



1 6 ANALYSIS OF
TIME SERIES

6.1 TIME SERIES
The sequence y,, ¥,,°*', ¥, of n observations of a variable ¥, recorded in
accordance with their time of occurrence ¢, t,, ***, 1, is called a time series. Symbolically,
the variable ¥ can be expressed as a function of time 1 as
y = flt)+e

where f(t) is a completely determined or specified sequence that follows a systematic pattern of
variation and ¢ is a random error that follows an irregular pattern of variation.
Signal. The signal is a systematic component of variation in a lime series.
Noise. The noise is an irregular component of variation in a time series.

Therefore, a time series is a sequence of observations, on a variable, thal are arranged in
chronological order. The observations in a time series are usually made at equidistant poinis of
time. Examples of a time series are: the hourly temperature recorded at a weather bureau, the total

annual yield of wheat over a number of years, the monthly sales of a fertilizer at a store, the
enrolment of students in various years in a college, the daily sales at a departmental store, efc.

16.1.1 Historigram. A historigram is a graphic representation of a time series that reveals the
changes occurred at different time periods. A first step in the prediction or forecast of a time
series involves an examination of the set of past observations. The construction of a historigram
involves the following steps:

(i)  Using an appropriate scale, take ime ¢ along x-axis as an independent variable.

(i) Using an appropriate scale, plot the observed values of variable Y as a dependent

variable against the given points of time.

(iii)  Join the plotted points by line segments to get the required historigram.

Example 16.1  Draw a historigram to show the population of Pakistan in various census years

Census | Population | fﬂ}:“
year {million)
120+ ¥
1951 3344 5 100+
s 801 =
1961 42,88 :ﬁ" 604
= 407
1972 65.31 20+
1981 83.78 L 1951 1961 1972 1931 1998 x
Census year
1998 130.58 Fig. 16.1 Population of Pakistan

241
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Solution. The population of Pakistan in different census years is represented by a historigram as
shown in Fig. 16.1.

162 COMPONENTS OF A TIME SERIES

The examples of time series suggest that a typical time series may be composed of the
following four components:

(i)  Seculartrend ( T')

(i)  Seasonal variations ( §)
(iif) Cyclical fluctuations ( C )
(iv) Irregular movements ()

These are the basic components of a time series, each of which is regarded as the result
of a well defined distinct cause. A time series is not necessarily composed of all these four
components,

16.2.1 Secular (Long-term) Trend. The secular trend is a line or curve that shows the general
tendency of a time series. It represents a relatively smooth, steady, and gradual movement of a
time series in the same direction (upward or downward). Tt shows the general increase or
decrease in a sequence of observations, and reflects the effect of the forces operating over a fairly
long period of time. Examples of secular trend are:

(i) The decline in death rate due to advancement in science.
(i) A continually increasing demand for smaller automobiles.
(itf) A need for increased wheat production due to a constant increase in population.

16.2.2 Seasonal Variations. The seasonal variations are short term movements that represent
the regularly recurring changes in a time series. These variations indicate a repeated pattern of
identical changes in the data that tend to recur regularly during a period of one year or less, These
changes are repeated with the same pattern within a specific time period, called the periodicity.
Seasonal variations may have the fixed penodicity, such as daily, weekly, monthly, or yearly ere.
These changes are periodic in nature and their influence: upon a specific time series is fairly
regular, both in respect of length ( time ) and amplitude ( size ).

These variations reflect the effect 5:_”_ Cold drinks
caused by the recurring events. The main ( 000)
causes of seasonal variations are seasons, pra g 1995
religious festivals and social customs.
1994

Examples of seasonal variations are: o S

Dl

(f)  The weekly statements of sales in 1993
i store, 20—

(i) An increase in consumption of 1993
electricity in summer. L

(i)~ An  after Eid sale in a | i i | 5
departmental store. 0 i :':_ 3 g =

(iv)  An increase in sales of cold drinks Quarter
during summer. Fig. 16.2 The seasonal pattern of cold

drinks sales
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16.2.3 Cyclical Fluctuations. The cyclical fTuctuations are the long term oscillations about the
trend. These are the periodic up-and-down movements in a time series that tend to recur over a
long period of time. The cyclic patterns tend to vary in length { time ) and amplitude ( size ) and
they are differentiated from the seasonal variations by the fact that they do not have a fixed
periodicity. Although, these variations are recurring yet are less predictable than seasonal
variations and secular trend, therefore, they have a more dangerous effect on a business and
economic activity. These fluctuations reflect the effect caused by a so called business cycle. A
business cycle has the following four phases:

() Trough ( Depression )

(ii} Expansion ( Recovery )
{(iii) Peak ( Boom or Prosperity )
(iv) Recession ( Contraction )

A rrough is the lowest point
relative to the rest of the particular
cycle. After the downswing has run
its course, the expansion phase
reverses direction and starts rising.
The upswing eventually levels off and
reaches its peak. This is the highest
point relative to the particular cycle.
Finally, the upswing starts to turn
downward. We refer to this following
phase asa recession.

-

] x
Fig. 16.3 The four phases of business cycle

16.24 Irregular Movements. The irregular movements are unpredictable changes that
indicate the effect of random events. The examples of random events are wars, floods,
earthquakes, strikes, fires, elections efc. The irregular movements are unsystematic, non-
recurring, accidental and unusual in nature. These variations are also known as erratic, accidental
or random variations. Examples of irregular movements are:

(i) A steel strike, delaying production for a week,
(if) A fire in a factory delaying production for 3 weeks.

16.3  ANALYSIS OF TIME SERIES

The analysis of a time series is the decomposition of a time series into its different
components for their separate study. The process of analysing a time series is intended to isolate
and measure its various components. The study of a time series is mainly required for estimation
and forecasting. An ideal forecast should base on forecasts of the various types of fluctuations.
While performing the analysis. the components of a time series are assumed to follow either the
multiplicative model or the additive model. Let

¥ = Original observation,
T = Trend component, § = Seasonal component,
C' = Cyclical component, { = Irregular component.
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In the multiplicative model, it is assumed that the value ¥ of a composite series is the
product of the four components T, §, € and 1. Symbolically,

Y = TR8xCxi

where the component T is given in original units of ¥ but the other components §, C and [/
are expressed as percentage unitless index numbers.

In the additive model, it is assumed that the value ¥ of the composite series is the sum
of the feur components T, 5, C and [ Symbolically,

=T+8+C+1[

where the components 7, 8, € and [ all are given in the original units of ¥. Conventionally,
the multiplicative model is considered as the standard model for analysis of a time series.

16.3.1 Coded Time Variable. We can take the origin at the beginning of a time series
and assign ¥ = 0 (o the first period and then number other periods as 1, 2, 3,- - - as shown

al left of the following iable, However, it is important to note that in order to simplify the

trend calenlain s, the thme variable ¢ is coded by
‘ (=1} h for odd number of periods
x = 1{r—t }f h for even number of periods in units of h period
l (t=1)/(h/2) for even number of periodsin units of /2 period

where the average number 7 = ( first period + last perod )f2 and & is the constant interval in
the time variable. Since X(t —F) = O, thenweget 2x =0 = Tx¥= Yx* =+-- and

50 01,

The odd number of years in period 1980 — 1984 at the middle of the following table
has 7 = (1980 + 1984)/2 = 1982 as the middle point. The code for the year r is x =t — 1.

For r = 1982, wehave x = r —f = 1982 - 1982 = (). Thus, the coded year is zero at [ . For
= 1980, we have x = 1980 - 1982 = —2. Actually, the only computation we need is that for
i . Thus after entering x = 0 at the middle of an odd number of years, we assign — 1, -2,

and so on for the years before the middle year, and 1, 2, - -+ and 50 on for the years after the
middle vear as shown in the following table.

The even number of years in period 1980 — 1985 at the right of the following table has
f = (1980 + 1985)/2 = 1982.5 as the middle point. So x = 0 half way between the years

1982 and 1983. For r = 1982, wehave x = 1 — f = 1982 — 1982.5 = - 0.5. Then after
considering x = (1 at the middle of an even number of years, we assign - 0.5, - 1.5, - 2.5,
- and so on for the years before the middle year and 0.5, 1.5, 2.5, --- and so on for the

years, after the middle year as shown in the following table.

However, to avoid decimals in the coded years we can take the unit of measurement as
I/ 2 yewr. Then after considering x = 0 at the middle of an even number of years, we assign
=1, =3, =5, -+- and so on for the years before the middle yearand 1, 3, 5, -+ and soon
for the years after the middle year as shown in the following table.
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Table: Coded Year Number
Origin at beginning. Odd number of years. Even number of years.
The starting year is The middle year is x = 0 is at the cenire of
coded x =0 coded x = 0 two middle years
Coded year Coded year Coded year Coded year
in units as in units as inunits a5 in units as
Year one year Year one year Year one year 1/2 year
I X i x=t-1 i r=t-1 _t=r-l'
/2
1980 0 1980 -2 1980 -25 -5
1981 1 1981 -1 1981 -15 -3
1982 2 1982 0 1982 -035 -1
1983 3 1983 1 1983 0.5 1
1984 4 1984 2 1984 1.5 3
1985 2:5 5
164 ESTIMATION OF SECULAR TREND

It has been earlier stated that one component force that determine the value of the

variable at any period of time is the secular trend. The secular trend is measured for the purpose
of prediction or projection into the future. The secular trend can be represented either by a straight
line or by some type of smooth curve. It is measured by the following methods:

(i)
(i)
(if)
(iv)
16.4.1

Method of free hand curve

Method of semi-averages

Method of moving averages

Method of least squares

Method of free hand curve. The secular trend is measured by the method of free hand

curve in the following steps.

(i)

(if)

(iif)
(iv)

{v)

(vi)

Using an appropriate scale, take the time periods along x-avis, as an independent
variable,

Using an appropriate scale, plot the points for observed values of the variable ¥ as a
dependent variable against the given time periods.

Join these plotted points by line segments to get a historigram.

Keeping in view the up and down fluctuations of the graph, draw a free hand smooth
curve or a straight line through the historigram in a way such that it indicates the general
trend of the time series.

Instead of locating the line simply by eye looking at the graph, the average ¥ of original
values may be used as the trend value 7 at the middle of the time period. Plot this

average in the middle of the time period and the required trend line or curve should be
drawn through this point, as it is a reasonable condition that ¥ shouid be equal 10 ¥°.

Read off the trend values for different time periods from this trend line or curve.
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If a straight line is used for locating the trend, then it becomes easy to estimate the
rate of change ( slope of the line b ) by measuring the difference y!  , — v’ of the trend values

for any two consecutive time periods x and x + 1. Symbolically it is expressed as
b = y.,, = ¥,.Then the equation of the trend line is summarised in the slope intercept from as
¥ = a + bx with origin at any time period, so that, @ = trend value for the origin.
If the historigram indicates a non-linear trend, then in such situations it is generally
preferred (o use a curve instead of a straight line to show the secular rend.
Merits.
(i} The free hand curve method is a simple, easy and quick method for measuring secular
trend.
{if)  The trend line or curve smoothes out seasonal variations.

(iif) A good fitted trend line or curve can give a close approximation to the trend based on 4
mathematical model.

Demerils.

(f)  Itis arough and crude method. It is greatly affected by the personal bias, i. e., different
persons may fit different trends to the same data.

(#f) It requires oo much practice to get a good fit.
(iif) The free hand curve method is subject to personal bias, so it is unable to give reliable
estimates.
Example 162  The following time series shows the number of road accidents in Punjab for the
vear 1972 to 1978,

| Year 1972 1973 1974 1975 1976 1977 1978
| Number of accidenrs | 2493 2638 2699 3038 3745 4079 4688

(i) Obtain the historigram showing the number of road accidents and a free hand trend line
by drawing a straight line,

(it Find the trend values for this time series.

Solution. (i)
Year Value Total Mean Trend B i
5000 +
¥ value S
1972 2493 2200 , 4000 1
'E Trend line
1973 2638 2550 'S 3000 -4 o
= == ®"R_ Historigram
1974 2699 2950 L p
1975 3038 23380 3340 3340
1000 ==
1976 3745 3650
P . s
1977 4079 4050 ' p o = 0o 2 g px
2 R W R
1978 4688 4400 eur

Fig. 16.4 Number of road accidents
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(i)
16.4.2

Reading off the trend line, we get the trend values.
Method of Semi-averages. The secular trend is measured by the method of semi-

averages in the following steps.

it

(i)

(iii)

(iv)

(v

Divide the observed values of the time series into two equal periods. If the number of
observed values is odd then it is advisable either to omit the middle value alogether or
to include the middle value in each half.

Take the average of each part and place these average values against the mid points of
the two parts, and the average value of each part should be considered equal to the
average value of its respective trend values.

Plot the semi-averages on the graph of the original values.
Draw the required trend line through these two plotted points, and extend it to cover the
whole period.

With two points located on the straight line, it is simple to compute the slope and
y-intercept of the line. This slope gives the estimate of the rate of change of values. Now,
the trend values are found either by reading off the semi-average trend line or by the
estimated straight line as explained below

*

Semi-average Trend Line. Let y{ and y; be the semi averages placed against the times x, and
X, , and the estimated straight line (in slope-intercept from) y' = a + b x is to pass through the
points (x,, y; ) and (x,, ;). The constants a ( y-intercept) and b (slope of the line) can be
casily determined. The equation of the line passing through the points (x,, v{) and (x,, ¥3)
cun be writlen as

’ r
‘ F Yy
yY-y=2—L(x-x)
o
¥ , .F;_-!I;
yi=¥ = blx—x) where b =
a =
Y o= (y-bx) + bx
¥ =a+bx where a = y, - bx,

If the number of time units in the observed time series is even, then the following formula may be
used to find the slope of the trend line.

b = 1 SI 24 Sl
nf2| af2 nf2

1 (8:=8 ) _ (5-8)
n/2 nl2

_ 4S5, -8)

nt
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where 8§, = sum of y-values for the first half of the period.
§: = sumof y-values for the second half of the period.
n = number of time units covered by the time series.
Merits.

{fy  The method of semi-averages is simple, easy and guick.
(i) It gives an objective result.
(fif) It smoothes out seasonal variations.

(iv) Tt gives better approximation to the trend because it is based on a mathematical model as
compared to free hand method.

Demerits.

(i)  The arithmetic mean, which is used to average the two halves of the observed values, is
highly affected by extreme values,

(if)  This method can only be applied if the trend is linear or approximately linear.
(#if)  This method is not appropriate if the trend is not linear,

Example 16.3  The following table shows the property damaged by road accidents in Punjob
Jor the vears 1973 10 1979,

Year 1973 1974 1975 1976 1977 1978 1979
Property damaged | 201 238 392 507 484 649 742

(1) Obrain the semi-averages trend line.
(i)  Find our the trend values.

Solution. (i) Let x = ¢t — 1973,

Year Property damaged Semi-total Semi-average Coded year Trend value
' ¥ x=1-1973 ¥ =190 + 87 x

1973 201 0 190 + 87(0) = 190
1974 238 831 277 | 190 + 87(1) = 277
1975 392 2 190 + 87(2) = 364
1976 507 3 190 + BT (3) = 451
1977 484 4 190 + 87(4) = 538
1978 649 1875 625 3 190 + B7(5) = 625
1979 742 ] 190 + B7(6) = 712

The semi averages trend line is

¥ = a+bx
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Taking the origin at 1973, we have

¥y = 271, e |

y; = 625, X =35
-
Xy — X

= 625 =277 _ 87
3 -1
a = y - bx

R
Year

Fig. 16.5 Property damaged
The semi-averages trend line is
y = 190 + 87x with origin at 1973
(i) For different values of x, the trend values are obtained as shown in the table.
Example 16.4 The following table gives the number of books (in 000°s) sold at a book stall
Jor the year 1973 to 1981.
Year 1973 1974 1975 1976 1977 1978 1979 1980 1981

Number of
books (000's)
(1) Find the equation of the semi-averages trend line,

(if)  Compute out the trend values,
(iif)  Estimate the number of books sold for the year 1982,
Solution. (i) Let x = ¢+ — 1973,

42 38 35 235 32 24 20 19 17

Year No.ofbooks Semi-total Semi-average Coded year Trend value

t ¥ X =t=1973 y =395~ 3x
1973 42 | 0 395-3(0) =395
1974 38 | | 39.5-3(1) = 365
1975 35 o = 2 39.5-3(2) = 335
1976 25 3 39.5-3(3) = 305
1977 32 4 395-3(@) = 275
1978 24 3 395—3(5) = 245
1979 20 [ 20 20 6 395-3(6) =215
1980 19 7 39.5-=3(7) =185
1981 17 | 8 39.5-3(8) =155

The semi-averages trend line is

,

¥ = a+ bx
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Taking the origin at 1973, we have

yr = 35, x =15 and y; = 20, x, = 635,
o D2a-W _ 20-35 -
X3 — X 65—-15
a = y—bx, = 35-(=-3)(15) = 395 )
o= 35— 3x with origin at 1973
(i) For different values of x, the trend values are obtained as shown in the table.

(4} For the year 1982, we have x = 1982 — 1973 = 9. Then

v = 395 -3(9) = 125
16.4.3 Method of Moving Averages. If the observed values of a variable ¥ are v,. y,, """,
v, corresponding to the time periods r,, t,, -+, t_ respectively, then the k-period simple
moving averages are defined as

[
1 E I
i, = — res Ja = =— Vs
- " 5 k :=Ez =
i k+2 | H
iy = — = — '
: k :';3 Y “m k i-Erur Yi
where a;, a,, a;, -+, a, is the sequence of k-period simple moving averages. That is, the

k-period simple moving averages are calculated by averaging first & observations and then
repeating this process of averaging the & observations by dropping each time the first
observation and including the nest one that has not been previously included. This process is
continued till the last k observations have been averaged. For example, the 3-period simple
moving averages are given as

]

Yi

||'M-...-

| —

|
& =k a) =

b

Y.

|
G = =(m+r+r) =5 2

L
3 3
-
&
and so on, Each of these simple moving average of the sequence a,, a,, ay, -** is placed

against the middle of each successive group. For practical purposes the k-period moving
successive totals §;, S,, §, -+ - are obtained by the following relations

k

S5,=8+%a-%

1
éy ?(}‘3 + ¥yt ¥s) =

Sy = S3+ Vpsea — Wy
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and so on. The k-period simple moving averages are obtained by dividing these k-period moving

successive totals S, S,, §; -+ by k as given in the following relations,
5
a, = —
k
5 R
“2 = ﬂ'l '—i—
Yesz — Wy
ﬂ] = HE + _—k—

and 50 on. Each moving average should be placed against the middle of its time period. Then it is
obvious that

(i)  When k is odd, the sequence @y, dy, dy, *-- of simple moving averages will
correspond directly to the observed values in the time series.
(i) When k is even, the sequence a,, @, . dy, - of simple moving averages will not

correspond directly to the observed values in the time series and will be placed in the
middle of two time periods. It is then sometimes necessary to centralize these averages
so that they should correspond to the observed values in the time series. For
centralization, further 2-period moving averages of the former k-period moving
averages are computed which are called k-period centred moving averages.

Smoothing of a Time Series. The smoothing of a time series is a process of eliminating the
unwanted fluctuations in a time series. The moving averages tend to reduce the variation present
among the observed values of a time series, so they are used to eliminate the unwanted
fluctuations. Thus the moving averages may be used in smoothing of a time series. They
eliminate the effect of periodic fluctuations if an appropriate period moving averages are
calculated. For this purpose the period of the moving average is chosen such that it should be
equal to the period of at least one cycle. The secular trend is measured by taking the following
steps.
(i)  Find the moving averages of an appropriate period.
(i) Plot the points representing these moving averages on the graph of the observed time
series and join these points by the line segments.
(iif)  The graph of the moving averages indicates the secular trend by eliminating the periodic
fluctuations
The period of moving averages should be decided in the light of the periodicity of a time
series. Because only the moving averages, calculated by using the time period which
approximately coincides with the periodicity of the time series, would eliminate, nearly
completely, all its regular fluctuations and show a trend,
Merifs.
(i) The method of moving averages is easy and simple.
(if)  The moving averages of an appropriate period eliminate the periodic fluctuations, so it
may be used to eliminate cyclical and seasonal fluctuations.
Demerits.

(i) The method of moving averages does not give the trend values at the beginning and at
the end of the original time series.
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(if)  The moving averages are highly affected by the extreme observations however the affect
may be reduced by using the geometric mean as average.
(iif) The method of moving averages does not provide a mathematical equation for the trend,
therefore, the forecasting is only subjective.
“(iv) The selection of inappropriate period of moving averages may generate the cycles which
are not present in the observed time series.
Example 16,5 The following rable shows ihe production of silver utensils (in thousands) at a
certain factory in Gujranwala.

Year Utensils ¥y j"
(000 2004
1970 170.0 o | "*-M"ﬁ
1971 154.8 & " Historigram
S 120+
1972 156.5 =
1973 158.9 § i
1974 140.3 Fran
19?5 154.2 1 | | | | 1 1 | LY
—t 1+
1976 160.7 " EEEE8EEBRGET
Year
1977 178.3 Fig. 16.6 Production of silver utensils
(' Calewlate 3 year simple moving averages for the following time series.
(iiy  Also plot actual data and moving averages on a graph.
Solution.
Year Production 3-year 3-year
¥ moving total moving average
1970 170.0
1971 154.8 481.3 160.43
1972 156.5 470.2 156.73
1973 158.9 455.7 151.90
1974 140.3 453.4 151.13
1975 154.2 455.2 151.73
1976 160.7 4932 164.40
1977 178.3
Example 16.6 The following table shows the food grain price index number of quarters for the
years 1962 and 1963.
Year Quarter |  Quarter II _ Quarter Il Quarter IV
1962 93 97 96 93
1963 o7 102 106 98
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Calculate four quarter moving average centred.

Solution. The four quarter centred moving averages are obiained as under:

(n (2) (3) (4) (5) (6) (N
Year  Quarter  Priceindex  4-quarter 4-quarnter 2-quarter 4-quarter centred
number ¥y moving total moving average moving total  moving average
) +4 of (5) (6) + 2
1962 | 93
z 4 379 9475
1 96 ; : 190.50 05.25
383 95.75
v 03 192,75 06.38
388 97.00
1963 { 97 08 99.50 196.50 08.25
In 102 403 : UD‘TS 200.25 100.12
1 106 ;
v 08

Alternately,  for the sake of convince, the four quarter centred moving averages may be
caleulated as shown in the table given below:

(1 (2 (3 (4) (3) (6)

Year Quarter Price index dequarter d-quarter 4-guarter
number moving centred centred
¥ todal moving moving average
S (5)+8
1962 | 93
1| 97 179
i} 96 762 895.25
383
v o3 188 bR 1| 06.38
1963 I o7 108 786 08.25
I 102 403 801 100.12
11 106 i
v 98

16.44 Method of Least Squares. For situations in which it is desirable 10 have a
mathematical equation to describe the secular trend of a time series, the most commonly used
method is to fit a straight line ¥ = a + bx, asecond degree parabola v = a + bx 4+ ex?,
efc,, where ¥ is the value of a time series variable, x representing the time and all others are
constants. For determining the values of the constants appearing in such an equation, the most
widely used method is the method of least squares, because it is a practical method that provides
best fit according to a reasonable criterion. The principle of least squares says that “the sum of
squares of the deviations of the observed values from the corresponding expected values should
be least”,

Ameng all the trend lines approximating a given time series data, the trend line is called
a least squares fit for which the sum of the squares of the deviations of the observed values from
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their corresponding expected values is the least. The method of least squares consists of
minimizing the sum of the squares of these deviations. To avnid the personal bias in measuring
the secular trend this method is used to find a trend line approximating a given time series.

Secular Trend — Linear. Tt is useful to describe the trend in a time series where the amount of
change is constant per unit time.

Let (x;, »,), (x;, ¥;), ***.(x,,¥,) bethe n pairs of observed sample values of a
time series variable y, with x representing the coded time value. We can plot these n points on
a graph. Because of the fact that y,, y,, - -+, v, are observed values of a time series variable,

these points will not necessarily lie on a straight line. Let us suppose that we want to fit a straight
line expressed in slope-intercept form as

¥y =a+bx

, This line will be called the least squares line if it makes ¥ ¥y—a - bx }“ minimum. The
method of least squares yields the following normal equations.

Ty = na+ blnx, Yrxy = alx+ brx
The normal equations give the values of @ and b as
- 5 oL
p = NIX) {E.r:lf,_,v!_ 4 o 2 Ex _ 5 b3
nXx!-(Zx)? n
However, if &, x = 0, then the usual normal equations reduce o
E,y = na, E.t‘.\? = hYx
Therefore, the values of @ and & also reduce to
a = ..;.-..1'.. = ¥ b= zx‘
n ' 3l

. The trend values v are computed from the least squares line ¥ = a + b.x by substituting the
values of x corresponding to the different time periods. The secular trend can be indicated on a
graph by plotting these estimated vales against their respective time periods.

Properties:
(i}  The least squares line always passes through the point (¥, ¥) called the centre of
gravity of the data.

(i)  The sum of the deviations £( vy — ¥ ) of the observed values y from their corresponding
expected values ¥ is zero, i e.,

Xy-¥) =0 = 2y = Ly
(iif) The sum of squares of the deviations Y. y — v)° measures how well the trend line fits
the data. A smaller X(y — ¥ )° means the better fit.

Example 16,7 The following table shows the production of steel in a steel mill for the time
period 1977 w0 1983,

Year 1977 1978 1979 1980 1981 1982 1983
Production (000 tonsy | 127 101 130 132 126 142 137
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Find the linear trend by the method of least squares by taking the origin:
(©)  at the beginning period of the time period,
(i) at the middle of the tinie period 1977 — 83,

Calculate the trend values in both cases.

Solution. (i) Taking the origin at the beginning period, 1977 ( i. e., July 1, 1977 ), we have
x=1- 1977,

Year  Production Coded year Trend value
f y X = t—1977 Xy 3 ¥y = 11.628 + 0386 x

1977 12.7 0 0 0 11.628 + 0.386(0) = 11.628
1978 10.1 1 10.1 1 11628 + 0386 (1) = 12.014
1979 13.0 2 26.0 4 11.628 + 0.386(2) = 12.400
1980 13.2 3 39.6 9 11.628 + 0386 (3) = 12,786
1981 12.6 A 50.4 16 11.628 + 0.386(4) = 13.172
1982 14.2 5 71.0 25 11.628 + 0.386(5) = 13.558
1983 13.7 6 82.2 36 11.628 + 0386 (6) = 13.944
Total 89.5 21 279.3 0]

The least squares trend line is
y =a+bx
The least squares estimates @ and b are
n¥xv-(ZaNEy) 7(279.3) — (21)(89.5)

b = - = e = [.386
nXx? - (Tx)? T{91) — (21)2
o= Z¥-b¥x _ 895-(0386)(21) _ ik
n T
The best fitted line is
¥ = 11628 + 0.386 x with origin at 1977

For different values of x, the trend values are obtained as shown in the table,

(if) Wehave 7 = (1977 + 1983 )2 = 1980. Taking the origin at the middle of the time
period at 1980 (i. e., July 1, 1980 ), we have x =1 — 7 = ¢ — 1980,

Year Production Coded year Trend values
t y X = {— 1980 Iy x2 ¥y = 12786 + 0.386 x

1977 12.7 -3 = TR 12.786 + 0.386(-3) = 11.628
1978 161 -2 -20.2 4 12786 + 0.386 (- 2) = 12.014
1979 13.0 -1 -13.0 1 12.786 + 0386 (= 1) = 12.400
1980 13.2 0 0 0 12,786 + 0386 (0) = 12.786
1981 12.6 1 12.6 1 12786 + 0386 (1) = 13.172
1982 14.2 2 284 4 12.786 + 0.386(2) = 13.558
1983 13.7 3 41.1 9 12.786 + 0.386 (3 ) = 13.944
Total 89.5 0 10.8 28
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The least squares trend line is ¥y = a+bx
Since Y.x = 0, the least squares estimates a and b are
o= E}' = -ﬂ = 12.786
n T
p = Er:‘ e 10.8 = 0386
pIE L 28
The best fitted line is
y = 12.786 + 0.386x with origin at 1980

For different values of x, the trend values are obtained as shown in the table.

Example 168 The consumer price index for medical care (medical cost) are given in the
following table for the years 1980 to 1987. The base period 1979 is assigned the value 100
which actually means 100 %.

Year 1980 1981 1982 1983 1984 1985 1986 1987
Production (000 tons) | 1060 111.1 117.2 1213 1252 128.0 132.6 138.0

Find a least squares linear trend,
(i) by taking the origin at the middle of the time period with unit of measurement as 1 year

(i) with unir of measurement as 1{2 year.
Compure the trend values in both cases.
Solution. (i) We have, I = ( 1980 + 1987 )/2 = 1983.5. Taking the origin at the middle of
the years 1983 and 1984 (i, ¢., January 1, 1984 ), with unit of measurement as | year, we have
= t-7T = - 19835,

Year Production  Coded year Trend value
r ¥ x = r—19835 xy xl y = 12242 + 438 x

1980 106.0 -35 -371.00 1225 12242 + 438 (-3.5) = 107.09
1981 1111 -2.5 -27175 625 12242 + 438(-2.5) = 11147
1982 117.2 -1.5 17580 225 12242 + 438(-15) = 115.85
1983 121.3 -05 —60.65 025 12242 + 438(-05) = 120.23
1984 125.2 0.3 62.60 0.25 12242 + 438(05) = 12461
1985 128.0 1.5 192.00 2.25 12242 + 438(1.5) = 12899
1986 132.6 2.5 331.50 6.26 12242 + 438(25) = 13337
1987 138.0 3.5 48300 1225 12242 + 438(35) = 13775
Total 979.4 0 183.9 42

The least squares trend line is
¥ = a+bx

Since 2 x = (), the least squares estimates a and b are

b yE T
o= 2Y _ 908 _ s
n B
- 839
e 22V o X0 g
S 42 :
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The best fitted line is
y = 12242 + 4.38x with origin at middle of the years 1983 and
1984 and unit of measurement as | year

For different values of x, the trend values are obtained as shown in the table.

(i) We have, ¥ = ( 1980 + 1987 )/2 = 1983.5. Taking the origin at the middle of the
years 1983 and 1984 (i. e, January 1, 1984 ), with unit of measurement as 1/ 2 year, we have

t=f _ 1—19835

7 T
Year Production Coded year Trend value
r— 19835 ”
t ¥ Ll xy x? y = 122424 2,19 x
12 :
1980 106.0 -7 - 7420 49 12242 + 2.19(-7) = 107.09
19581 111.1 -3 — 5555 25 12242 + 2.19(-53) = 111.47
1982 117.2 -3 -1351.6 9 122,42 + 2,19(-3) = 11585
1983 121.3 -1 -121.3 1 12242 + 2.19(-1) = 120.23
1984 125.2 1 125.2 | 12242 + 2.19(1) = 12461
1985 128.0 3 384.0 g 12242 4+ 2.19(3) = 12899
1986 132.6 5 663.0 25 122.42 + 2,19(5) = 13337
1987 138.0 7 066.0 49 12242 + 2.19(7) = 137.75
Total 979.4 0 367.8 168
The least squares trend line is ¥y =a+bx
Since X x = 0, the least squares estimates a and b are
a=2Y _ T4 _
n 8
Xy 367.8
b = = = 2.19
Yl 168
The best fitted line is
¥y = 12242 + 2.19x with origin at middle of the years 1983 and

1984 and unit of measurement as 1/2 year
For different values of x, the trend values aré obtained as shown in the table.

Example 16.9 The consumer price index numbers y for medical care (medical cost) were
given for the years 1980 — 1987. The base period 1979 was assigned the value 100.
The least squares linear trend, with x measured from the middle of 1983 and 1984
(i e, January 1, 1984 ), and unit of measurement as 1/ 2 vear is

-

¥y = 12242 + 218«

(i)  Compute the trend values.
(if)  Predict the consumer price index number for the year 1988,

(iif) In which year can we expect the index of medical cost to be double than that of 1979
assuming the present trends.
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Solution. The least squares linear trend is

(@

(i)

(i)

-~

¥y = 12242 + 2.19x with origin at middle of the years 1983 and

1984 and unit of measurement as 1/2 year
Wehave i = (1980 + 1987)f2 = 1983.5. Then

t—t _ t—1983.5

Jhg) T
For different values of x, the trend values are shown in the table.
Year Coded year Trend value
r- 5
t x= —11?83'5 y = 12242 + 2.19x
i
1980 -7 12242 + 2.19(-7) = 107.09
1981 -5 12242 + 2.19(-5) = 11147
1982 -3 12242 + 2.19(-3) = 11585
1983 -1 122.42 + 219 (- 1) = 120.23
1984 1 12242 + 2.19(1) = 124.61
1985 3 12242 + 2.19(3) = 128.99
1986 5 12242 + 2.19(5) = 133.37
1987 7 12242 + 2.19(7) = 131.75
Pop o 1O e i t—198335 5 1988 — 1983.5 =9
/2 /2
The estimated consumer price index for the year 1988 is
y = 12242 + 2.19(9) = 142.13
Price index for 1979 is 100. Expected price index for 1 is 200.
Now 200 = 12242 + 2.19x =5 x = 354
But o t - 1983.5
1/2
354 = % = 17.7 = ¢ - 19835 = r = 2001

Shifting of the Origin. While shifting the origin of a given trend line k units from the previous
origin, we substitute x + k or x — & in the given trend ling, for x depending upon whether the
new origin is forward or backward of the previous origin and then find the trend line with new

origin.

Thus in shifting the origin of a given linear trend the only change that take place is the
change in the y-intercept. If we are to shift the origin k units forward, then to obtain the value of
new y-intercept the previous y-intercept a is to be increased by k times the slope b and if we
are to shift the origin & units backward, then to obtain the value of new y-intercept the previous
y-intercept @ is to be decreased by & times the slope b. That is, the value of the y-intercept of
the new trend line would be the trend value at the new origin based on the previous trend line.
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Thus, if with previous origin the trend line is } = a + bx, then with new origin k units from
the previous origin, the trend line is
y=a+b{xtk) = (athk)+br
Example 16.10 Suppose that the linear trend equation is 3 = 110 + 1.5 x, with origin at
1980 and unit of measurement for x is one year. Shift the origin ar 1985,
Solution. The linear trend equation is
¥y =110 + 15x with origin at the year 1980
For shifting the origin at 1985, replace x by (x + 5)
F o= 110+ 15(x+5)
110 + 1.5x + 7.5
117.5 + 1.5x with origin at the year 1985

Secular Trend — Nonlinear : Many times a straight line will not describe accurately the long-
term movement of a time series. In such situations by a careful look at the graph of a time series
we might detect some curvature and decide to fit a curve instead of a straight line.

Second degree curve ( Parabola ). This curve is useful to describe the trend in a time series
where change in the amount of change is constant per unit time. The equation of the quadratic
{ parabolic ) trend is

¥y =a+bx+cx?

[

]

N

The method of least squares given the normal equations as A
Xy=na+bXx+cEal
2xy = aftx+bXxl+c¥ad
2x’y = aXx®+ bXxi 4+ cXTat
However, if L x = 0 = ¥ x?, then the usual normal equations reduce to
Yy = na+crx?
2xy = bXx?
Yxly = a¥xl+ Xyt
which give the values of a, b and c as
nIxly—(ZxH)Ty)
nXxt - (Tx?)?

o, By=—elyt

a
n
p = ZXY
X2
Example 16.11 Given the following time series.
Year 1931 1933 1935 1937 1939 1941 1943 1945

Price index | 96 87 91 102 108 139 307 289
(i)  Fit a second-degree curve ( parabola ) taking the origin ar 1938,
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{(ify  Find the trend values.
(iii) What would have been the equation of parabola if origin were at 1933.

Solution. (i) Wehave T = (1931 +1945)/2 = 1938. Let x =t - 7 = t — 1938

Year Price index Coded year Trend value
f ¥y x = t-1938 x* i xy X2y ¥
1931 96 -7 49 2401 - 672 4704 100.3
1933 87 -5 25 625 — 435 2175 83.0
1935 a1 -3 9 81 -273 819 81.8
1937 102 -1 1 1 - 102 102 96.7
1939 108 1 1 1 108 108 127.7
1941 139 3 9 81 417 1251 174.7
1943 307 5 25 625 1535 7675 237.8
1945 289 7 49 2401 2023 14161 317.0
Sum 1219 0 168 6216 2601 30995 1219.0

The quadratic trend is
¥ =a+bx+cxt
Since X x =0 = 2 x°, the least squares estimates a, b and ¢ are

nExy - (TxNIT W) 8(30995) — (168)(1219)

=] — = 201
nIx* - (L) 8(6216) — (168)2
PR ] =
. Yy -cXx 4 1219 — (2.01)(168) = 1102
n 8
Bow A A e
3 x? 168
The best fitted curve is
¥ o= 1102 + 1548x + 20122 with origin at the year 1938
(if) For different values of x, the trend values are obtained as shown in the table.

(ifi) For shifting the origin at 1933, replace x by (x - 5)

y 1102 + 1548 (x = 5) + 201 (x - 5)
1102 + 1548(x - 5) + 201(x* - 10x + 25)
1102 + 1548 x =774 + 2.01x% - 20.1 x + 50.25

= 83.05 - 462x + 20147 with origin at the year 1933
Example 16.12 Given the following time series.
| Year 1931 1933 1935 1937 1939 1941 1943 1945

| Priceindex | 96 87 91 102 108 139 307 289
(i)  Fita straight line taking the origin ar 1938,
(i)  Fit a second-degree curve ( parabola ) taking the origin ar 1938,
(iify  Which is the better fitted trend.
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Solution. (i) Wehave 7 = (1931 +1945)/2 = 1938. Let x = ¢ — 7 = ¢ — 1938

Year Price index Coded year

1 y xr=t-1938 x? x* xy xy y2
1931 96 -7 49 2401 - 672 7404 9216
1933 87 -5 25 625 — 435 2175 7569
1935 91 -3 9 8l =273 819 5281
1937 102 -1 1 1 - 102 102 10404
1939 108 1 1 1 108 108 11664
1941 139 3 9 - 8l 417 1251 19321
1943 307 5 25 623 1535 7675 94249
1945 289 T 49 2401 2023 14161 83521

Sum 1219 0 168 6216 2601 30995 244225

The linear trend is
¥ = a+bx

Since X x = 0, the least squares estimates a and b are

4 & = EE = ]52.33
n 5
p = XY _ 2001 o
¥ x? 168

The best fitted line is
§ = 15238 + 1548 with origin at the year 1938
The sum of squares of residuals is
e = Ly’ -aly-bXZaxy
= 244225 — 1523B(1219) — 1548(2601 ) = 18210.3
The quadratic trend is

¥ =a+bx+cxt
Since X x =0 = Xz, the least squares estimates a, b and ¢ are

nExy—-(Zx*NZy) 3{30995}—(153](12'19;

c = = =201 ,
nEaxt - (Ta?)? 8(6216) — (168)2
= 2 =
! Sy-c¥x _ 1219-201(168) _ D
n g
bowaky o 2600 g
¥ 2 168

The best fitted curve is
« ¥ = 1102 + 1548 x + 2.01x? with origin at the year 1938
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The sum of squares of residuals is

Yel = Ty*-aZy-bXxy-cZx®y
244225 — 110.2(1219) — 1548 ( 2601 ) — 2.01 ( 30995 )
7327.77

({if) Since the sum of squares of the residuals for quadratic trend is smaller than the sum of
squares of the residuals for linear trend, therefore quadratic trend is better fitting trend.
Merits. O
(i) The method of least squares gives the most satisfactory measurement of the secular trend
in a time series, when the distribution of the deviations is approximately normal.
(if)  The least squares estimales are unbiased estimates of the parameters.
(iii) The superiority of this method lies in that the computations needed to determine the
linear, exponential or quadratic trend have been reduced to formulae.
Demerils.
(i}  The method of least squares gives too much weight to extremely large deviations form
the trend.
(ii)  The least squares line is the best only for the period to which it has reference.
(iii) The elimination or addition for a few more time periods may change its position.
(iv) The only real criterion for the selection of a method of measuring trend is the judgement
' as to how well the trend line follows the general movement of the time series.
Uses of Secular Trend.
(i)  The secular trend may be used either in determining how a time series has grown in the
past or in making a forecast
(ii) The trend line is used to adjust a series to eliminate the effect of the secular trend in
order to isolate non-trend fluctuations.
Exercise 16.1
1. (@) What is meant by a time series? What are different movements that may be present in a
time series.? Describe each of them carefully.
(b) Explain the difference between histogram and historigram.
(e) Describe the following terms:
(i) Secular trend. (if)  Seasonal variations
(iti) Cyelical fluctuations, (iv) Irregular movements.
2. (@) Describe various methods of measuring secular trend in a time series. Discuss the merits
and demerits of the methods of smoothing the data.
(b) Plot the original time series to obtain a historigram.

Year 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992
Value 500 365 430 445 389 38.1 326 387 417 411 3338

Draw a free-hand trend of the following data on the same graph paper:
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A (a)

(b)

(c)

4. (a)

(&)

5 (a)

(&)

6. (a)

What do you understand by the method of semi-averages utilized for smoothing of a
time series. Give an example?

The following table shows the property damaged by road accidents in Punjab for the
years 1972 w0 1982,

Year 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982
Property
damaged

213 203 238 392 507 441 649 473 342 365 330

Using the method of semi-averages, find the linear trend.
(¥ = 2702 + 20.2x with origin at 1972)

The following table gives the number of books (in 000's) seld at a book stall for the
year 1970 to 1981,

Year 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981

Number of
books(000) 15 18 17. 42 38 40 25 20 20 16 19 17

Using semi-average method, find the trend line. Compute the trend values.
(y" = 3201 - 147 x with origin at 1970)
What are moving averages? How is a time series smoothed by moving average method?
Give an example.
Draw a historigram of the following time series. Determine a trend line by a simple
moving averages of 5-year from the following data:
Year 1921 1922 1923 1924 1925 1926 1927 1928 19529 1930
Value 162 108 130 140 158 1R800 196 210 220 230
(127.6, 143.2, 160.8, 176:8, 192.8, 207.2)
Calculate 7-day moving averages for the following record of attendances:

Week Sun Mon Tues Wed Thurs Fri Sat
1 24 50 30 48 54 55 62
2 28 52 41 42 50 41 42

Plot the given data and moving averages on the same graph.
(46.14, 46,71, 47.00, 48.57, 47.71, 47.14, 45.14, 42.20)

The following table shows the United States average monthly production of bituminous
coal in millions of short tons for the years 1981-91. Construct (i)  4-year moving
averages (if) d4-year centred moving averages

Year 1981 1982 1983 1984 1985 1986 1987 1988 1989_ 1900 1991
Production 500 365 430 445 2389 381 387 326 410 417 338
[ (1) 43.5, 40.7, 41.1, 40.0, 37.1, 37.6 386 37.3 (i) 42.1, 40.9, 40.6 38.6, 374,
38.1 38.0} '

Compute 4-month centred moving averages from the following:

Month Jan Feb Mar April May June July Aug Sept Oct

Value 23 26 28 a0 3 35 37 32 34 38

(27.75, 29.88, 32.12, 33.50, 34.12, 34.88 )
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(b)

7. (a)
(b)

8 (@

(b)

9. (a)

Find 4-quarter centred moving averagés for the following data.

Year Quarter 1 Quarter 1 Quarter 11T Quarter IV
1948 71 72 78 B4
1949 72 69 75 79
1950 73 80 85 86

Plot the original data and the trend values on a graph.
(76.38, 76.12, 75.38, 74.38, 73.88, 75.38, 78.0, 80.12 )

Explain the method of least squares utilized for finding a secular trend in a time series,
Given the following time series.

1968 1969 1970 1971 1972 1973 1974 1975 1576
Value 3 4 6 B 7 7 10 13 12

Determine the linear trend using least squares method by taking the origin at the
beginning period of the time period. Estimate the value for the year 1978,
(¥ = 311 + 1.17x  with origin at 1968; 14.78 )

The following time series shows the number of road accidents in Punjab for the vears
1977 o 1987.

Year

Year 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987
Number of
s 2493 2639 2660 3038 3745 4079 4683 4845 4505 4793 4728

(i}  Use the method of least squares to fit a straight line taking the origin at the
middle of the time period.

(if) Find the trend values for this time series.

(iif) Estimate the number of road accidents in 1989.
{( ¥ = 383791 + 27137 x with origin at 1982; (i) 2481.05, 275242,
3023.79, 3295.16, 3566.54, 3837.91, 4109.28, 4380.65, 4652.02, 4923.39, 5194.76;
{iif) 573750}
Fit a straight line ¥ = a + b x from the following results, for the years 1985—95
{ both inclusive ). Find out the trend values of v as well,

x= 1 ¥ = -, = 3 Xy = —bd4
x 0 Ty = 4389 Yl =110 A 84.4

(¥ = 399 - 0.77x withorigin at 1990; 43.75, 4298, 4221, 4144, 4067,
39.90, 39.13, 38.36, 37.59, 36.82, 36.05)

Fit a straight line to the following data taking the origin at the middle of the time period
and unit of measurement as 1/ 2 year and find the trend values:

1980 1981 1982 1983 1984 1985
Production (000) 10 12 8 10 14 16

(¥ = 11.66 + 0.54 x with origin at the middle of 1982 and 1983 and unit of
measurement as 1/ 2 year; 8.96, 10,04, 11.12,12.20, 13.28, 14.36 )

Year
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(b)

{€)

10. {a)

(b)

11. (a)

(b)

Fit a straight line to following data, Plot on the same graph paper the actual and trend
values,

Year 1970 1971 1992 1993 1974 1995 1996 1977

Value 12 15 18 25 20 22 26 30

(¥ = 21+ 1.12 x with origin at January 1, 1974; 13.16, 1540, 17.64, 19.88,
22,12, 24.36, 26.60, 28.84 )
For the following time series, determine the trend by using the method of

(i) semi-average,

{fi}  3-year moving average, ;

(iif) least-squares for fitting a straight line.
Year 1968 1969 1970 1971 1972 1973 1974 1975 1976
Value 2 4 6 i 7 6 8 10 12

Which of the trend do you prefer, and why?
[ ¥ = 38+ 08x with origin at 1968, (i) 4.0, 6.0, 7.0, 7.0, 7.0, 8.0, 10.0;

(iif) ¥ = 7+x withoriginat 1972; Least squares trend |

Fit a second degree curve to the following time series and find the trend values,

Year 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990
Production | 232 314 39.8 50.2 629 760 920 1057 1228 131.7 151.1
(# = 7664 + 13.0x + 0.3974 x? with origin at 1985 and unitof x as 1 year:
21.6, 31.0, 41.2 52.2, 64.0, 76.6, 90.0, 104.2, 119.2, 1350, 151.6)

Fit a quadratic curve to the following time series.

Year 1924 1927 1930 1933 1936 1939 1942

Index of coal price 187 142 133 129 136 169 279

Use your results to estimate the values of the index for 1935.
(7 = 1199 + 11.89x + 11.99 x? with origin at 1933 and unitof x as 3 years;
j = 133.16)

Fit a second degree curve to the following time series

Year 1980 1981 1982 1983 1984 1985 1986 1987
Quantum Index 100 87 96 102 139 210 289 307
(¥ = 131.8 + 1689 x + 1.64 x* with origin at the January 1, 1984 and unit of x
as 1/2 year)
Fit a quadratic curve (parabola) to the following data, Compute the trend values.
Year 1931 1933 1935 1937 1939 1941 1943 1945
Price index 06 87 91 102 108 139 07 289

(5 = 110,16 + 1548 x + 2.01 x? with origin at 1938 and unit of x as one year;
100.3, 83.0, 81.8, 96.7, 127.7, 174.7, 237.7, 317.0)
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12.(a) The following are the annual profits in thousands of rupees in certain business:

Year 1977 1978 1979 1980 1981 1982 1983

Profit BB 101 105 91 113 120 132

()  Fit a linear trend by the method of least-squares and make an estimate of the
profits in 1985.

(if)  Fit a parabolic trend.
(iif) Determine which is the better fitting trend.
{(() ¥ = 10714 + 6.36 x with origin at 1980 and unit of x as 1 year;
3 = 13904, (i) ¥ = 103.24 + 6.36x + 0976 x* with origin at 1980 and unit
of x as 1 year)

(b) Fit a quadratic trend from the following results, for the years 1985—935 (both inclusive).
Zx = Lx* = 0, Xx? = 110, Xzt = 1958,
Yy = 410, Yaxy = 601, Zx?y = 4587

Find out the trend values of y as well. Estimate the trend value for the year 1996.

(¥ = 316 + 546x + 0.568 x? with origin at 1990 and unitof x as 1 year;
18.50, 18.85, 20.33, 2295, 26.71, 31.60, 37.63, 44.79, 53.09, 62.53, 73.10; B4.81)

13.{a) Suppose that the linear trend equationis ¥ = 50 + 2 x, with origin at 1983 and anit of
measurement for x is one year. Shift the origin at 1980,

(¥ = 44 + 2x, with origin at the year 1980)
(b) If the linear trend in the data for the years 1960 to 1965 both inclusive with origin at '
the middle of 1962 and 1963 is y = 1306.667 + 73.428 x, the unit of x being one

year, then determine the trend line with origin at 1960 and hence determine the trend
values.
(¥ = 1123.097 + 73428 x; 1123.097, 1196.525, 1269.953, 1343.381, 1416.809,

1490.237 )
(¢) The parabolic trend equation for the projects of a company (in thousand rupees) is

¥ = 104 + 0.6x + 0.7 x?, with origin at 1980 and unit of measurement for x is
one year. Shift the origin to 1975. .

(y = 249 - 64x + 0.7x%)

¢
. Exercise 16.2
Ohbjective Questions
1. With which particular characteristic movement of a time series would you mainly
associate each of the following:
(i) Increased demand for foot-wears before Eid. (5
(fiy  The decline in death rate due to advancement in science. (D

(iif} A steel strike, delaying production for a week. (n
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(iv)  Rise in the prices of certain consumer goods due to tax increase (5
in the annual budget.
(v)  Anera of prosperity in a business, (C)
(vi)  The festival sale, (5)
(vii) The production of sugar recorded for 1986, 1987, ---, 1992 (n
(viii) The weekly statement of the sale of pens. (5)
(ix) A fire in a factory delaying production for 3 weeks. (n
(x)  Anafter Eid sale in a departmental store (5)
(xi) A need for increased wheat production due to a constant (T}
increase in population,
(xif) The monthly rainfall in inches in a city over a 5-year period. (5
(xiff) A recession in a business. (C)
(xiv) Anincrease in employment during summer months. (5)
(xv) A continually increasing demand for smaller automobiles. (T
2. State whether the following statements are true or false.
(1) The graph of a time series is called histogram. ifalse)
(i)  Secular trend is a short term variation. ifalse)
(fii)  Seasonal variations are regular in nature. (true)
(iv)  Secular trend has booms and depressions. (false)
(v)  Irregular variations are not regular in nature. (true)
(iv)  The idcrease in the school fee in private schools is an irregular (false)
variation.
(vif) The increase in the number of patients in the hospitals is like (true)
secular trend in a time series.
(viif) The increase in the number of patients of heat stroke in (false)
summer is like secular trend in the time series.
(ix)  The secular trend is measured by a straight line when a time (false)
series has an upward trend.
(x)  The secular trend is measured by semi-averages method when (true)
trend is linear,
i) —The straight line is fitted to a time series when the movements (true)
in the time series are linear.
(xif) In the measurement of secular trend by the method of least (false)
squares, the number of years must be odd.
(xiii) For a least squares linear trend ¥ = a + b x, the bisa (false)
variable and y is the slope of the line.
(xiv) Seasonal variations can be measured only when the time series (false)

contains yearly values,
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1]

(if)

(i)

(iv)

(v)

(vi)

Multiple choice :  Select a suitable answer;
The graph of a time series is called
{a) histogram  (b) polygon  (c) straightline  (d) historigram
The secular trend is measured by the method of semi-averages when:
(@) time series contains yearly values (b) trend is linear
{¢) time series contains odd number of values (d) none of them
In the measurement of secular trend the moving averages
{a) give the trend in a straight line () measure the seasonal variations
{¢) smooth out a time series (d) none of them
For a least squares linear trend ¥ = @ + bx, the b is the:
{a) variable (b) intercept () trend (d) slope
For a least squares lineartrend y = a + bx,
@Ly<Xy BMWIXF=0 ()Zy =2y (d) noneofthem
For a least squares linear trend ¥ = @ + bx, the (¥ — 3)* = 0 when
(@) all the y-values lie on the line. (k) all the y-values are positive.
{c) all the y-values lie above the line. (d) none of them.
{(hd @b, (iDe (vd e (W)al



17 ORIENTATION
OF COMPUTERS

17.1  INTRODUCTION TO COMPUTER

17.1.1 Computer. The computer is defined as an electronic device which is used to store and
process data to solve different problems according to a set of instructions given to it. The word
“computer” came from the word “compute” which means “to calculate”,

17.1.2 Capabilities of Modern Computer. The following are the details of capabilities of a
modern computer,

Speed. The speed of a computer is defined as the number of instructions processed in one
second.

A computer can perform millions of instructions in one micro second. It performs one
operation at a time. When a computer performs an operation, the clock of the processor generates
electronic pulses at a fixed rate. It generates millions of pulses or signals in one second. The
number of pulses generated in one second is called frequency. The unit of frequency is hertz
{abbreviated Hz). Heriz is a measure of number of vibrations per second.

The speed of a computer is measured in megahertz (abbreviated MHz) and in gigahertz
{abbreviated GHz), Modern personal computers may have the speed more than 2 GHz ( | GHz
= 1024 MHz ).

Data Storage. A computer can store a large amount of data. It stores the data in its memory and
can retrieve it with a high speed, The ability of a computer to store the data and to retrieve it with
a very high speed makes it suitable for modern data processing.

Data is defined as a combination of characters, numbers and symbols collected for a
specified purpose.
Data Processing. Data processing consists of series of operations performed on the data to
achieve the required results.

The main function of a computer is data processing. It includes the arithmetic and logical
operations. It also includes the classification of data, arrangement of data and its transmission
from one place to another. The results of data processing are called the output or the information.

Aceuracy, The computers are very accurate in calculations.

A modern computer can perform millions of operations in one second without any error.

The accuracy of calculations depends upon the input data and the program instructions. If the

input data and the program instructions are correct, then we expect that the computer will produce
"accurate result.

Diligence. The computer has the ability to do work for long hours. It never tires. Working for
long hours does not affect the accuracy of a computer.

269
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172  HISTORY OF COMPUTER

The history of computer and calculator goes back to a very long way. For many
centuries, people used their own brain-power to perform arithmetic calculations. The names of
three great scientists who contributed in the invention of computer are

1. Abu Jaafar Muhammad Ibn Musa Al-Khwarizmi ( 780 — 850 )
2. Alan Mathison Turing ( 1912 — 1954 )
3. John von Neumann ( 1903 — 1957 )

Blaise Pascal, a mathematician and scientist of France, developed the first mechanical
adding machine called *“Pascaline” in the 1642. Pascaline performed addition and subtraction.
This machine was modified by Baron Gottfried Wilhelm von Leibnitz in 1671. He introduced
“Multiplier Wheel” to perform all the basic arithmetic operations such as addition, subtraction,
multiplication and division.

The designer of the first computer was Charles Babbage a mathematician of the United
Kingdom. He designed a machine called “Analytical Engine” in 1833. Analytical Engine was the
first programmable computer. It consisted of the following units.

(1) A storage (1o store data)
(ii) A mill (to perform arithmetic operations)
(iif) A control unit (to control all operations and to coordinate the Input/ Output units).

The program (instructions) was given to the Analytical Engine with the help of punched
cards,

The Americans were also experimenting to develop a computer. An American scientist
working at Harvard University, developed a computer between 1937 and 1943. It was the
“Harvard Mark-I"

In 1943, American scientists, J. W. Mauchly and J. P. Ekert developed an electronic
computer at Moor School of Engineering, U.S.A. The electronic computer was called Electronic
Numerical Integrator and Calculator (ENIAC). Manufacturing of ENIAC was started in 1943
and finally completed in 1946. ENIAC differed in only one significant way from the computer of
today that its programs were stored externally on tape. This means that programs could be
executed sequentially.

In 1944 John von Neumann suggested that the computer program should actually be
stored electronically inside the computer, This was the final breakthrough in computer design.

173  TYPES OF COMPUTERS
The computers are of three types:

()  Digital Computer

(i)  Analog Computer

{iif) Hybrid Computer

17.3.1 Digital Computer. A digital computer works with digits. It operates by counting
numbers or digits and gives output in digital form. It works with only two signals, 0 and 1. The
data and instructions are entered and stored in coded form of 0's and 1's.

These computers are manufactured in wide variety of sizes, speeds and capacities. The
digital computers are commonly used in offices and educational institutions. Digital watches,
digital thermometers, efc., are the examples of digital computers,
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17.3.2 Analog Computer. An analog computer does not operate directly with digital signals.
It receives input gives output in the form of an analog signal.

The analog computers measure physical quantities to give output on a scale. The output
is in the form of graph or a reading on a scale. A dial clock , thermometer and weighing machine
are all examples of analog computers. The results achieved are not accurate as compared to those
achieved by digital computers,

1733 Hybrid Computer. A hybrid computer have features of both analog and digital
computers.,

The hybrid computers get input and give output either in analog or digital form. Modem
is an example of hybrid computer.

174  CLASSIFICATION OF COMPUTERS

The computers are manufactured in a wide variety of sizes, speeds and capacities. In
computer terminology, size refers to the amount of data a computer can handle. Generally a
computer with a high processing speed is called a big computer. Depending upon their speed and
memory size, the computers are classified into the following different groups

(f)  Micro Computers ' (i) Mainframe Computers

(iii) Mini Computers (iv)  Super Computers
174.1 Micro Computers. The micro computers or personal computers are designed to be
used by one user at a time. These are commonly used in offices, at homes and in educational
institutions. These computers have processing speed of the order of millions of instructions
processed per second (MIPS). The peripherals used in these systems include keyboard, monitor,
character or page printer and a mouse,

The micro computers are small in size and are mainly used in accounting, database, word
processing and graphics, etc. Laptop and notebooks are micro computers.

17.42 Mainframe Computers. The mainframe computers are very large computers. The
mainframe computers have very high processing speed. These computers are used by large
business organizations like banks, insurance companies, scientific research institutes and weather
forecasting bureaus. The largest IBM 5§/ 390 mainframe, for example, can support 50,000 users
while executing more than 1,600,000,000 instructions per second.

17.43 Mini Computers. The mini computers released in 1960s got their name because of
their small size compared to the other computers of the day. They are smaller version of the
mainframe computers. Like the mainframes, mini computers can handle much more data than
personal computers. These are used for maintaining details of a large business organization, to
analyse the results of experiments or to control and maintain the production activity in factory,

The mini computers have large memory and faster input/ output devices. They are more

expensive and have more processing speed than micro computers. The most powerful mini
computer can serve the input and output needs of hundreds of users at a time. The mini computers
cost anywhere from $ 18,000 to $ 500,000 and are ideal for many organizations and companies
that cannot afford or do not need mainframe systems.
17.44 Super Computers. The super computers are the most powerful computers made, and
physically they are some of the largest. These systems are built to process huge amounts of data,
and the fastest super computers can perform more than 1 trillion calculations per second.

Some super computers such as the Cray T90 system can house thousands of processor.
This speed and power make super computers ideal for handling large and highly complex
problems that require extreme calculating power. These computers are used by Nuclear scientists
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to create and analyze models of nuclear fission and fusion, predicting the action and the reactions
of millions of atoms as they interact. These computers are also being to map the human genome,
or DNA structure. The super computers can cost tens of millions of dollars and consume enough
electricity to power dozens of homes.

17.5 HARDWARE AND SOFTWARE

17.5.1 Hardware. The physical parts of the computer are called hardware. It includes all
physical devices or units that make up a computer. The examples of hardware are: CPU, monitor,
mouse, keyboard, efe.

17.5.2 Software. The set of instructions given to the computer to solve a problem or to control
the operation of the computer is called software. The, software is prepared in computer
programming languages. The examples of hardware are: Microsoft Word, Excel, Corel Draw,
Photoshop, eic.

176 HARDWARE COMPONENTS OF A PERSONAL COMPUTER

The computer itself, the hardware, has many parts, but the critical components fall into
one of four categories.

L. Central Processing Unit (CPU)
2 Main Memory
3 Input/ Output Devices
4 Secondary Storage .
CENTRAL
PROCESSING UNIT
ARITHMETIC
| LOGIC UNIT |
INPUT DEVICES j OUTPUT DEVICES
2 I 3
N [ i3 CONTROL |
o r— s I @) S
MOUSE KEYBOARD t MONITOR PRINTER

MAIN MEMORY
(RAM])

!

SECONDARY STORAGE

HARD illil1 FLOPPY
DISK ]

Fig. 17.1 Hardware Components of Personal Computers
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17.6.1 Central Processing Unit (CPU). The central processing unit is the brain of the
computer, the place where data is manipulated. In large computer systems, such as super
computers and mainframe computers, processing tasks may be handled by multiple processing
chips. (Some powerful computers systems use hundreds or even thousands of separate processing
units). In average micro computer, the entire CPU is a single chip called a micro processor. The
CPU has at least two basic parts:

(i) Control Unit
(i)  Arithmetic Logic Unit (ALL)

Control Unit. All the computer’s resources are managed from the control unit. Think of the
control unit as a traffic cop directing the flow of data through the CPU, and to the other devices
The control unit is the logical hub of the computer.

The CPU’s instructions for carrying out commands are built into the control nit. The
instructions, or instructions set is expressed in macrocode a series of basic direction tells CPU
how to execute more complex operations,

Data will have to be first transferred from the input device or secondary storage to the
main memory and taken from there to the ALU for processing. Instructions on what to do with
the data must be given to the ALU. Then the results have to be transferred to the main memory
and from there to the output device. For these and many more such tasks we need a sort of
manager, It is the control unit which takes care of all these activities.

One of the most important function of the control unit is the handling of program steps.
Each basic instruction such as *add’ , ‘subtract’ or “store’ is in the form of code. Only the control
unit understand each code and gets the instruction executed. In that process it may move data
from an input device to the memory, from the memory to the ALU, from the ALU back to the
memory, from memory to an output device and so on. The control unit is like the nervous system
of the body and supervises all the operations of computer

Arithmetic Logic Unit (ALU). The arithmetic logic unit is a pan of the processor in which all
arithmetic and logical operations on the data are performed.

Arithmetic section of the ALU performs basic arithmetic operations such as addition,
subtraction, multiplication and division.

A logical operation is one in which data is compared. For example, whether the first
number is greater than the second number, or it is less than, equal to, not equal to, grater than or
equal to, etc. The logic section of ALU performs logical operations.

Arithmetic Operations Logical Operations
+ add = # equal to, not equal to
- subtract S, & greater that, not greater than
% multiply < o less than, not less than
; S greater than or equal to,
E divide 2, % not greater than or equal to
: less than or equal to
{ ¥
£ e by 8 power 55 not less than or equal to

The ALU includes a group of registers high speed memory locations built directly into
the CPU that are used to hold the data currently being processed. For example, the control unit
might load two numbers from memory into the register in the ALU. Then it might tell the ALU to
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divide the two numbers (an arithmetic operation) or to see whether the numbers are equal ( a
logical operation )

17.6.2 Main Memory. The main memory, also called RAM (Random Access Memory) or
primary storage contained in the processor unit of the computer temporarily stores data and
programme instructions when the are being processed. ;

The main memory has many storage locations. Each memory location has a Storage
Address, like a Post Box number. The computer stores or retrieves data using the address. The
computer always keeps a list of data items and corresponding addresses. This is. of course, done
automatically and we need not worry about it.

When the computer retrieves data from a location, it merely reads what is stored and
transfer them elsewhere. It does not destroy the stored data. On the other hand, when it stores new
data in a location, the previous contents in that location are lost.

The most common measurement unit for describing a computer’s memory is bytes, the
amount of memory it takes to store a single character, such as a letter of the alphabet or
numerical.

The measurement for Computer Memory and Storage
Unit Abbreviation  Pronounced Approximate Actual
value (bytes) values (bytes)

Kilobyte KB KILL-uh-bite 1,000 1.024

Megabyte MB MEHG-uh-bite 1,000,000 1,048,576
{ 1 million )

Gigabyte GB GlG-uh-bite 1,000,000,000 1,073,741,824
{ 1 billion )

Terabyte TB TERR-uh-bite  1,000.000,000.000 1,099,511,627,776
(1 tmllion)

Today’s personal computers commonly have from 64 to 256 million bytes (or 64 to
256 MB) of memory. Some compuiers improve their processing efficiency by using a limited
amount of high speed RAM memory between the CPU and main memory. High-speed memory
used in this manner is called cache (proncunced cash) memory. Cache memory is used to store
the most frequently used instructions and data. When the processor needs the next program
instructions and data, it first check the cache memory. If the required instruction or data is present
in cache (called a cache bit), the processor will execute faster than if the instructions or data has
to retrieve from the slower main memory.

17.6.3 Input/ Output Devices. Computers would be useless if they did not provide interaction

with users. They could not receive or deliver the results of their work. Input devices accept data
and instructions from the vser or from another computer system (such as a computer on the
internet). Output devices return processed data back to the user or to another computer system.

Input Devices. Before processing unit can work, the data and programme must be entered into
the computer memory, this is done by means of input devices. The most common input devices
are keyboard, mouse, scanners and digital cameras.

Output Unit. There are various devices to present information in a particular manner or to deliver
it at approprate speed., e. g., video display units, line printer and COM (Computer Output
Microfilm).
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17.6.4 Secondary Storage. A computer can function with only processing unit, memory, input
and output devices. To be really useful, however, it also need a place to keep programme files and
related data when it is not using them. The purpose of storage is to hold data.

It is important to understand the difference between how a computer uses main memory
and how it uses secondary storage. Main memory, also called primary storage or RAM,
temporarily stores programmes and data being processed. Secondary storage, also called auxiliary
storage, stores programmes and data when they are not being processed.

The physical components or materials on which data is stored are called storage media.
The hardware components that write to, and read it from, storage media are called storage
devices. Two main categories of storage technology used today are magnetic storage and optical
storage. Although most storage devices and media employ one technology or other, some use
both.
The primary types of magnetic storage are as follows;
(i)  Diskettes
(i)  Hard disks (both fixed and removable)
(iify High-capacity floppy disks
(iv) Disk cartridges
(v) Magnetic tape
The primary types of optical storage are as follows;
(i}  Compact Disk Read-Only Memory (CD-ROM)
(if)  Digital Video Disk Read-Only Memory (DVD-ROM)
(fif) CD-Recordable (CD-R)
{iv) CD-ReWritable (CD-RW)
(v) Photo CD
The most common storage medium is the magnetic disk. A disk is a round, flat object
that spins around its centre. Read/ write heads , which are similar to the heads of 1ape recorder or

VCR, are used to read data from the disk or write data onto the disk. Depending on the type of
disk, read/ write heads may float just above the disk's surface or may actually touch the disk.

17.7  INPUT DEVICES AND OUTPUT DEVICES

17.7.1 Input Devices. Inpur devices consist of hardware that translate data into a form the
computer can process. The people readable form may be words like the ones in these sentences,
but computer readable form consists of ‘0" and ‘1" or “off” and “on” electrical signals. Input
hardware devices are categorized as three types

(i} Keyboards

{(ii) Pointing devices

(iff) Source data entry devices
17.7.2. Keyboard. Kevboard is a device that converts letters, numbers and other characters
into electrical signals that are machine readable by the computer processor, The keyboard may

look like a type writer keyboard to which some special keys have been added. Keyboard has 3
types of keys, namely
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(i) Alphabetkeys (A, B. C, -+, Z a b, ¢ -+, 2)
(i) Numerickeys (1, 2, 3,4, 5,6, 7, 8, 9,0)

(iii) Special keys ( F1, F2, - --, F12, Alt, Cul, Shift, Tab, Capslock, Enter, - - -, eic)

The standard keyboard has 101 buttons on it and now a days the keyboards with 104,
106. 110 buttons are available in the market.

17.7.3. Pointing Devices. Pointing devices control the position of the cursor or pointer on the
screen. Pointing devices include.

(n  Mouse (if) Light pens, etc.

Mouse. A mouse is a device that is rolled about on a desktop and direct a pointer on the
computer’s display screen the mouse has a cable that is connected to the micro computer’s system
unit by being plugged into a special port or socket. It has two/ three buttons, a wire or wireless.
On the bottom side of the mouse is ball that translates the mouse movement into digital signals.
Depending upon the software, many commands that you can execute with @ mouse can also be
performed through a keyboard. The following are the functions of a mouse.
(i)  Point. Move the pointer to the desired spot on the screen, such as over a particular word
or object,
(iiy Click., Press and quickly release, the left mouse button twice as quickly as possible.
(iii) Drag. the pointer to another location
(iv) Drop. Release the mouse button after dragging
(v)  Right click. To make a selection using the button on the right side of the mouse which
usually brings up a pop up menu
Trackball. The trackball is movable, on top of a stationery device, that is rotated with fingers or

palm of the hand. Trackballs are specially suited to portable computers, which are often used in

confined places such 4s on airplane tray, tables. Trackballs may appear on the keyboard centred
below the space bar,

Joystick. A joystick is a pointing device that consist of vertical handle like a gearshift lever
mounted on a base with one or two buttons

Touch pad The touch pad is a small, flat surface over which you slide your finger, using the
sime movement mouse,

Light Pen. The light pen is a light sensitive stylus, or pen like device connected by a wire to the
computer terminal the user brings the pen to a desired point on the display screen and presses the
pen button, which identifies that screen location to the computer.

17.74 Output Devices. The devices that are used to receive data from the CPU in binary code
and convert it into readable form are called outpur devices. The output devices enable CPU to
transfer information to the user and other devices.

The output device receives data from CPU in computer code and converts it into a form
that a user can understand or which is readable to the other devices. For example, the binary
string 01000001 from CPU represents letter ‘A’ on the screen. The output is divided in two
calegories;

(i) The output that is sent to the secondary storage, ¢. g., magnetic tape disk, efc. This
output can be used by the CPU as input for further processing. .

(i) The output that can be read and used by people. This output is further divided into:
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(@)  Softcopy Output. 1t is the output that is temporary and is erased when the computer is
switched off, . g. display on the computer screen.

(b) Hardcopy Qutput. 1t is the output that is permanent and is always available for use,
€. g., print out on the paper.

Softcopy Output Devices. Softcopy output devices are used to display output on the screen. They
are also called Visual Display Units (VDU). The most commonly used softcopy device are;

(i)  Monitors

(ify  Pc Projectors

(iif)  Sound Systems
Hardcopy Output Devices. The computer user usually needs output printed on the paper for

permanent record. The output received from the computer on the paper is called hardcopy. The
devices used to produce a hardcopy are two types

(i) Printer

(ify  Plotter
DATA DATA PROCESSING INFORMATION
INPUT OPERATION OUTPUT

{ ARITHMETIC LOGIC UNIT |

| KEYBOARD | oy s t R e | MONITOR |
|—+:_ CONTROL UNIT = _
| MOUSE ' —1 = PRINTER

 MEMORY UNIT

!

STORAGE

Fig. 17.2 Information Processing System

178  SYSTEM SOFTWARE

System software consists of all programs including the programs including the operating system
that are to controlling the operations of the computer equipment. Some of the functions that
system software perform include: starting up the computer; loading, executing, and storing
application programs; storing and retrieving files; and performing a variety of functions such as
formatting disks, sorting data files, and translating programs instructions into machine languages.
System software can be classified into three major categories; operating systems, utilities, and
language translators.

179  OPERATING SYSTEM

An operating system (OS) is an integrated set of programs that is used to manage the
various hardware resources of computer system. Its prime objective is to improve the
performance and efficiency of a computer system and increase facility, the ease with which a
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system can be used. Each time a computer is turned on, or restarted the operating system is loaded
into the computer and stored in the computer’s main memory.

17.9.1 Functions of Operating Systems. The following are the functions of operating
Sysiems.

(i)  Processor management, that is, assignment of processors to different tasks being
performed by the esmputer system

(i}  Memory management, that is, allocation of main memory and other storage areas to
system programs as well as user programs and data.

(iii) [::llp_ut,f' Output management, that is, coordination and assignment of the different input
and output devices while one or more programs are being executed,

(fv) File management, that is, the storage of files on various storage devices and transfer of
these files [rom one storage device to another. It also allows all files to be easily changed
and modified through the use of text editors or some other file manipulation routines.

(v)  Establishment and enforcement of job priority system. That is, it determines and
maintains the order in which jobs are to be executed in the computer system,

(v} Auwtomatic transition from job to job as directed by special control statements,

{vif) Interpretation of commands and instructions.

{viii) Coordination and assignment of compilers, assemblers, utility programs and other
software to the various users of the computer system.

(ix) Establishment of data security and integrity. That is, it keeps different programs, and
data in such a manner that they do not interfered with each other. Moreover, it also
protects itself from being destroyed by any user.

{x)  Production of dumps, traces, errors messages and other debugging and error-detecting
aids,

(xi) Maintenance of internal time clock and log of system usage for all user.

(xif) Facilitates easy communication between the computer system and the computer (human)
operator

The most commonly used operaling systems are:

() DOS (i)  WINDOWS
(iii) 08/2 (iv) UNIX
(v) LINUX

17.9.2 DOS. DOS stands for Disk Operating System, the most widely used operating system
on personal computers. Several slightly different but compatible versions of DOS exist. The two
most widely used, MS-DOS and PC-DOS were both originally developed by Microsoft
Corporation in 1981,

MS-DOS is the text driven user interface, that is, the user types a line of text as a
command. The computer then executes the command. These commands can be used to format
disk. copy, and surname, delete backup files and organize and manage files on disk. MS-DOS
versions 2.0 and up incorporated a tree structured hierarchical file management scheme. In this
scheme, files can be managed into groups, which are known as directories. MS-DOS version 4.0
and above added additional enhanced commands and support for network and added a user
interface called DOS shell with pull down menus. A shell program usually provides a limited
graphic interface and certain utility functions file maintenance
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17.10  APPLICATION SOFTWARE

Application software consist of programs that tell a computer how to produce
information. When you think of the different ways that people uses computer in their careers or in
their personal lives, your are thinking of examples of application software. Business, scientific,
and educational programs are the examples of application software. The most widely used
personal computer application softwares are:

()  Word processing (if)y  Desktop publishing

(fif) Spreadsheet (iv) Database

( v) Presentation graphics (vi) Communications

{vif) Electronic mail (viif) Personal information management

(ix) Project management

17.11 PROGRAMMING LANGUAGES

A programming language is a way of communication between the user and the
computer. With the help of a programming language, programmer writes programs to solve
problems with the computer.

Each programming language has its own rules for writing a computer program. The rules
are called the syntax of the language. The process of writing a compuiter program is called coding.

17.11.1 Types of Programming Languages. Many computer programming languages are
available. Some programming languages are close to human language and some programming
languages are close to machine language. Therefore, programming languages are divided into two
types:

(i)  Low level langnages

{(if)  High level languages
Low Level Language. The programming language that are close to machine code are called Low
Level Languages. The programs or instructions written in these languages are close to the
machine language instructions, The mainly used low level languages are:

(i) Machine Language. The instructions written in this languyage are in the form of binary
strings of 0's and 1's. It is the fundamental language. The programs written in this
language are executed directly by the computer.

(if) Assembly Language. It is similar to the machine language. In this langpage, symbolic
codes are used instead of binary codes. The symbolic codes are also called mnemonic.
The program written in this language is translated to machine code with the help of an
assembler. This language is also known as symbolic language.

High Level Language. The programming languages.thal are close 1o human languages are called
high level languages, The programs or instructions written in high level languages are close to
English language. Each high level language has its own rules (syntax) and character set. Some of
the commonly used high level languages are:

ALGOL: Algol stands for ALGOrithmic Language.

BASIC: Basic stands for Beginners All-purposes Symbolic Instruction Code.

COBOL: Cobol stands for Common Business Oriented Language.
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PASCAL:  This language is named in the honour of French mathematician Pascal,
who invented the first mechanical calculator.

FORTRAN: Stands for FORmula TRANslation,
C: It is a general purpose language. It is widely used language in
scientific and all other fields.

17.12 LANGUAGE PROCESSORS AND TRANSLATORS
The program that converts a source program, written in the programming, into the

machine code, i e., in the form of strings of 0's and 1's is called language processor or
translator. There are three types of language processors or translators:

(i)  Assembler

{if)  Interpreter

(iify Compiler
17.12.1 Assembler. An assembler translates a program written in an assembly language into
machine code.

INPUT OUTPUT
Assembly Machine
Language ASSEMBLER Language
Program Program

17.12.2 Interpreter. The language processors that execute a source program by translating and
executing one instruction at a time are called interpreters.

17.12.3 Compiler. A compiler is a translator that coverts a program written in a high-level
language,

INPUT OUTPUT
High Level Machine .
Language COMPILER Language
Program Program

17.13  BASIC IDEA OF WRITING AND RUNNING A COMPUTER PROGRAM

17.13.1 Computer Program. The computer program is a detailed set of instructions that directs
a computer to perform the tasks necessary to process data into information. These instructions
usually written by computer programmer, can be coded (written) in a variety of programming
languages. A computer program is also known as software.

17.13.2 Computer Program Development. The program development is a process of
producing one or more programs to perform specific tasks on a computer. The process of program
development has evolved into a series of five steps most experts agree should take place when
any program is developed

L Review specification. The programmer reviews the specification created by system
analyst during the system design phase.
2 Design. The programmer determines and documents the specific action the computer

will take to accomplish the desired tasks.
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3 Code. The programmer writes the actual program instructions.
4. Test. The written programs are tested to make sure they perform as intended.

5. Finalize documentation.  Throughout the program development process, the
programmer documents, or writes, explanatory information about program steps |
through 4 is brought together and organized.

Five Steps of Program Development

REVIEW
SPECIFICATIONS

DESIGN

CODE

FINALIZE
DOCUMENTATION

17.14 NUMBER SYSTEM

A set of digits, symbols and rules used to express quantities for counting, comparing
amount, performing calculations, making measurements, representing values, efe. is called
number system. A number system is named after the base of the system. The total number of
digits in a number system is called its base. The most commonly used number systems are:

Decimal Number System.

1.

2. Binary Number System.

3 Octal Number System.

4. Hexadecimal Number System.

The most common number system is the decimal number system. It is used in normal
every day life. High level computer language nowadays use only decimal number system. Earlier
programming languages required writing of long strings of numeric digits. Different number
systems were used as shoricut for writing these strings. These number systems are no longer in
use. However, their knowledge is necessary for understanding data representation inside the
computer.

17.14.1 Decimal Number System. The base of decimal number is 10 and it consists of 10

digits from 0 to 9. In decimal system, any number greater than 9 is represented by a
combination of decimal digits. Every digit in the number has its value that depends upon the
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position or weight in the given number. For example, the position and weight of the number 3046
is given below

346 = I =10 + 0x10° + 4 =10 + 6

17.14.2 Binary Number System. The base of decimal number is 2 and it consists of 2 digits
0 and 1. In binary system, any number greater than 1 is represented by a combination of binary
digits. Every digit in the number has its value that depends upon the position or weight in the
given number. For example, the position and weight of the number 1011 is given below

1011 = 1x2% + 0x2° + 1x2' + 1

17.14.3 Octal Number System. The basé of octal number is 8 and it consists of 8 digits from
0 to 7. In octal system, any number greater than 7 is represented by a combination of octal
digits. Every digit in the number has its value that depends upon the position or weight in the
given number. For example, the position and weight of the number 3046 is given below

3046 = I x B £ O0xB + 4 %8 + 6

17.14.4 Hexadecimal Number System. The base of hexadecimal number is 16 and it consists
of 10 digits and 6 alphabets from A to F.In hexadecimal system, any number greater than 15
is represented by a combination of hexadecimal digits and alphabets. Every digit in the number
has its value that depends upon the position or weight in the given number. For example, the
position and weight of the number 3046 is given below

3046 = I x16° + 0x16° + 4 x16" + 6

The following table represents the binary, octal and hexadecimal representations of a
decimal number.

Diecimal Binary Octal Hexadecimal
numbers representation representation | representation
0 0000 00 0
1 0001 a1 1
2 0010  one 2, no units 02 2
3 0011 i 03 3
4 0100 04 4
5 0101 one 4, no twos, one unit 05 5
6 0110 06 ]
T 0111 07 7
8 1000 10 5
9 1001 one 8, no ﬁ::rurs.l 1 9
no twos, one unit
10 1010 12 A
11 1011 13 B
12 1100 14 c
13 1101 15 D
14 1110 16 E
15 1111 17 F
16 o000 °€ 16, no eigl:u. no fours, 20 10
no twos, no unit
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17.15 HOW COMPUTERS REPRESENT DATA

To a computer, every thing is a number, Numbers are numbers; letter a punctuation
marks are numbers; sounds and pictures are numbers. Even computer's own instructions are
numbers. When you see letters of the alphabet on a computer screen, you are seeing just one of
the computer’s ways of representing numbers. For example, consider this sentence: Here are
some words, It may look like a string of alphabet characters to you, but to a computer it look the
string of ones and #eros shown in the following table

H 0100 1000
e 0110 0101
" 0111 0010
8 0110 0101
0010 0000
" 0110 0001
r 0111 0010
e 0110 0101
0010 0000
" 0111 0011 :
o 0110 1111
m 0110 1101
e 0110 0101
0010 0000
W 0111 0111
o 0110 1111
' 0111 0010
d 0110 0100
s 0111 0011

17.16 BINARY SYSTEM AS A FOUNDATION
OF COMPUTER PROGRAMMING

In computer, however, all the data is represented by the state of the computer’s electrical
switches, A switch has only two possible states “on” and “off” so it can represent only two
numeric values. To a computer when a switch is off, it represents a (: when a switch is on, it
represents a 1. Because there are only two values, computer are said to function in base 2, which
is also known as binary number system ( bi means * 2" in Latin ). Why we go for binary
numbers instead of decimal numbers? The reasons are as fellows:

1. The first and foremost reason is that electronic and electrical components, by their very
nature, operate in binary mode. Information is handled in the computer by electronic /
electrical components such as transistors, semiconductors, wires, efc., all of which can
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only indicate two states or conditions on ( 1 ) or off ( 0 ). Transistors are either
conducting ( 1 ) or non-conducting ( 0 ); magnetic materials are either magnetized ( 1)
or non-magnetized ( 0 ) in one direction or in the opposite direction; a pulse or voltage
is present ( 1 ) or not present ( 0 ) in wire. All information is represented within the
compuler by presence or absence of these various signals. The binary number syslem,
which has only two digits ( 0 and 1 ), is the most suitable and conveniently used to
express the two possible states,

The second reason is that computer circuits only have to handle two binary digits rather
than ten decimal digits. The result is that the internal circuit design of computers is
simplified to great extent. This ultimately results in less expensive and more reliable
circuits for computers.

Finally, the binary number system is used because everything that can be done with base
of 10 can also be done in binary.

The reason why the octal number system is used with computers is because it can

represent binary values in a more compact form and becavse the conversation between the binary
and the octal number system is very efficient.

The primary reason why the hexadecimal number systems is used with computers is

because it can represent binary values in a more compact form and because the conversation
between the binary and the hexadecimal number system is most efficient. An eight-digit binary
number can be represented by a two-digit hexadecimal number

Exercise 17.1

1. (a)

(&)
2. (a)
la)
(c)
3 (a)
4. (a)
()

(b)
(b)

(e)
7. (a)

How are computers generally classified? What are the four major categories of
computers?

What is CPU? Why is it called the brain of the computer?
Explain the working of Arithmetic Logical Unit (AL,

Explain the Control Unit,

What is secondary storage? How it differ from a primary storage?
Describe the various input and output devices with examples.
What is computers software? :

What are the functions of a system software?

What do you know about D{)S‘i. .

What does application software do and what are ils generic fypes?
What are computer languages and their types?

What is an assembler?

What is a compiler?

What is Binary Number System? Why is it used in computer?.




Orientation of Computers

Exercise 17.2
Objective Questions

1. Fill in the blanks.

(1)
(i)
(iif)

is commonly used input device.
| MB equals ——— bytes.

Sereen output is considered as a

() CD-ROM is atype of ————

({0 is a set of electronic instructions.

(vi) The most common type of computer memory is called

(vif)y A high speed memory that is built into the processor is
called

(viff) RAM is called storage.

(xf) Arithmetic operations are carried out by ——— unit

ix) The is the TV type screen rjiat you view your
Programs omn.

{xi) The allow you to type information into the
computer

{xif) Keyboard, mouse, scanner are the devices

2, Mark off the following statements as true or false.

() 1Kb = 1000 bytes.

(if)  Plotter is an input device to draw the graphs of the output

{iii) A complete computer system has two parts: hardware and
software,

(iv) The keyboard and monitor are examples of output devices,

{v) UNIX is a application software

(vi) The purpose of a storage device is to hold data

(vi/) Base 2 is another name for the decimal number system

(viii)

A CD-ROM is an example of a magnetic storage device

(keyboard)
(1,048,576)
(softcopy)
(Optical disk)
(Software)

(RAM)

{cache memory)

{primary)
(ALLD)

{monitor)

(keyboard)

{input)

{true)

{false)

(true)
(false)
(false)

(true)
(false)

(false)
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(ix)

ix)

(xi)

{xfi)

A hard disk may also be referred to as secondary storage

device. (true)
The central processing unit (CPU) contains a Control Unit

that performs arithmetic and logic operations. (false)
All computers work on a binary number system {true)

FORTRAN is a low-level language (false)



SAMPLING
DISTRIBUTIONS
FROM NORMAL

POPULATIONS

Al Chi-square y* Random Variable. If Z , Z,, -+, Z be the v independent
standard normal variables, then the sum of the squares of these v random variables
X = ,21 zf
follows a chi-square distribution with v degrees of freedom. Thus x> is a continuous random
variable with its range
R =¥ ey o)

- A2 Degrees of Freedom. The term degrees of freedom is defined as the number of
independent or “freely chosen™ variables.

A3 Shape of Chi-square Distribution. The chi-square distribution 15 positively skewed
rather than symmetric as is the normal. The skewness decreases as the value of its parameter v
increases. The chi-square distribution approaches to the normal distribution with ¢ = v and
o? = 2 v as the number of degrees of freedom tends to infinity.
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Fig. A. 1 Probability density function of y* random variable

A.4  Quantiles of Chi-square Distributions. The probability that the chi-square random
variable 7 is less than or equal to a positive number . p 18 represented by

Fas.,) = Pxss g ) =9
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This function has been tabulated, and the quantiles 2. p Of the chi- square distributions can be
found in Table 11. For example, if v = 10 and p = 0.9, then

POX% S Xiioe) = P(x3:<1599) = 09
A.5  TheT Random Variable. If the random variable Z has a standard normal distribution
and another random variable y* has a chi-square distribution with v degrees of freedom, and if
Z and y? are independent, then the random variable

0
Vai/v
follows a r-distribution with v degrees of freedom. Thus T is a continuous random variable
with its range
R = {t:i—-w<t<ce]
A.6  Shape of t-distribution. The s-distribution is mound shaped, single humped, perfectly

symmetric about the value ¢ = 0. As the number of degrees of freedom v increases, the r-
distribution approaches the standard normal distribution.

fit)

N0, 1)
T.v=7
rf.v=4

V=1 or Cauchy

i P — 1
0 ¢—4 15
3 =2 ! 0 i 2 31

Fig. A. 2 Probability density function of T random variable

A.7  Quantiles of Student's f-distributions. The probability that the random variable T, is
less than or equal to a number 1. p 18 represented by
F“'r-:pJ = KT, = fyp) =P

This function has been tabulated and the quantiles 7. p Of the Student’s r-distributions can be
found in Table 12. For example, if v = 10 and p = 0.9, then
Plls = ting) = P(T; < 1372) = 09
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Ordinates of the Standard Normal Curveat Z =z

Tabulated Values: ¢

z) =

NiT

¢

3/

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

-4.9

4.7
-4.6
4.5

-4

-4.2
-4.1
4.0

-3.9
-3.8
-3.7
-3.6
-35

-34
-33
-3.2
31
-3.0

-2.9
-1.8
=2.7
-2.6
-25

-24
-2.3
<22
-21

LTELELH
00000
0.00001
000001
0.00002

0.00002
(0.00004
0.00006
0.00009
0.00013

0.00020
0.00029
0.00042
0.00061
0.0008T

0.00123
0.00172
0.00238
0.00327
0.00443

0.00595
0.00792
0.01042
0.01358
0.01753

0.02239
0.02833
0.03547
0.04398
0.05399

0.00000
(00000
0.00001
0.00001
0,00002

0.00002
0.00004
0.00006
0.00009
0.00013

0.00019
0.00028
L0004
0,00059
000064

000119
000167
000231
000317
(L0430

000578
0.00770
001014
001323
001709

02186
02768
03470
004307
0.05292

OO0
(00000
(00001
000001
0.00001

(0.00002
(0.00004
00,0000
0.00008
0.00012

0.00018
0.00027
0.00039
0.00057
0.00081

0.00115
0.00161
0.00224
0.00307
0.00417

0.00562
0.00748
0.00587
0.01289
0.01667

0.02134
002705
003394
004217
005186

0.00000
(0.00C00
0.00001
0.00001
000001

0.00002
0.00003
LELVLYR
0.00008
0.00012

00001 8
00026
O3S
(L0055
000079

000111
0.00156
L0216
0.00294
004405

(0545
0.00727
0061
001256
016235

0.02083
002643
0.03319
0.04128
0.05082

000000
000000
000001
000001
0.00001

000002
0.00003
(0000
0.00008
000011

0.00017
0.00025
0.00037
(L00053
0.00076

000107
0.00151
000210
000288
0.00393

0,00530
0.00707
0.00935
0.01223
0.01585

0.02033
002582
0.03246
004041
01.04980

(00000
(0.00000
(1.00001
0.00001
0,00001

0.00002
0.00003
000005
0.0000°F
0.00011

0.00016
0.00024
0.00035
000051
000073

000104
000146
(L0203
0.00279
(L0381

0.00514
(LOO6ET
0.0090%
001191
0.01545

001984
0.02522
0.03174
0039355
004879

0.00000
0.00000
000000
0.00001
0.00001

0.00002
(00003
0.00005
0.00007
000011

0.00016
000023
(.00034
000045
0.0007 1

000100
0.00141
(.00 96
0.00271
0.00370

0,00459%
0.00668
0.00685
0.01160
0.01506

0.01936
(02463
0.03103
003871
004780

L00000
(00000
L0000
00001
0.00001

0, 00002
00,0000
(000044
0.0000°7
0.00010

0.00015
0.00022
0.00033
0.00047
0.00068

0,00097
000136
0.001%0
0.00262
0.00358

0.00485
0.00649
000861
001130
(L01468

(LO18ES
(02406
0.03034
DO3TEE
0.04682

(L0000
OLOCH00
(L0000
000001
000001

000002
(00003
000004
00006
000

00014
000021
(.00031
0.00046
(00066

0.00094
0.00132
(001 B4
000254
0.00348

0.00470
0.00631
000837
0.01100
0.01431

0.01642
002349
0.02965
(03706
{1.04586

0, 00000
HRATE VLA
£, 0000
0.00001
0.00001

0,00002
0.00003
0.00004
0.00006
000009

0.00014
0.00021
0.00030
(L0004
000063

(.00090
0.00127
000178
(00246
0.00337

(L0457
0.00613
000814
(01071
01394

0.01797
0.02294
(102898
0.03626
0.04491




Table 7 (Continued )

290

Z

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

-1.9
-1.8
-1.7
-1.6
-1.5

-1.4
-1.3
-1.2
-1.1

0.5

-0.4
0.3

-0.1
0.0

0.0
01
0.2

0.4

0.6
0.7
0.8
0.9

L0
L1
1.2
13
14

006562
0LOTR95
0.09405
0.11092
012952

0.14573
0.17137
0.1941%
021785
024197

026605
0.28969
0.31225
0.33322
0.35207

0.36827
0.38139
0.39104
0.39693
039894

0.359854
0.39695
039104
0.38139
036827

035207
033322
0.31225
0.28969
0.26609

0.24197
021785
0.19419
047137
0.14973

0.06438
0.07754
0.09245
0.10915
0.12758

014754
0.16915
0.19186
0.21546
0.23935

0.26369
0.28737
0.31006
0.33121
0.35029

036678
0.38023
0,39024
0.39654
0.39892

0.39892
0.39654
0.39024
0.38023
0.36678

0.35029
0.33121
031006
028737
0.26369

0.23955
0.21546
0.19186

0169135
0.14764

0.06316
0.07614
0.09089
0.10741
0.12566

0, 14556
0.16694
018954
0.21307
0.23713

26129
0.28504
0.30785
032918
0.34849

0.36526
037903
0.38940
0.39608
0.39886

0.39886
0.39608
038940
0.37903
036526

0.34849
0.32918
0.30785
(.28504
026129

0.23713
0.21307
0,18954
0. 16694
0.14556

0.06195
0.07477
0.08933
0.10567
12376

0.14350
0.16474
018724
0.21069
023471

0.25838
0.25269
0.30563
0.32713
0.34667

036371
037780
0.38853
0.39559
0.39876

039876
0.39559
(L3BRS3
037780
036371

0.34667
0.32713
0.30563
28269
025888

0.23471
0.21069
0.18724
0.16474
(0.14350

0.06077
0,07341
0.08780
010396
0.12188

014148
0.16256
0,18494
020831
0.23230

0.25647
0.28034
0.30339
0.32506
0.34482

0.36213
037654
033762
0.39505
039862

039862
0.39505
0.38762
037654
036213

034482
032506
0.30339
0.28034
0.25647

023230
0.20831
0,18494
0. 16256
014146

005359
0.07206
008625
0.10226
0.12001

0.13943
0.16038
0.18265
0,2059%4
0.22938

0.25406
0.27798
0.30114
0.32297
0.34204

0.36053
0.37524
038667
0.39448
039844

0.39844
039448
038667
037524
036053

0.34294
032297
030114
027798
0.25406

022988
0.20594
0.18265
0.16038
0.13943

0.05844
0.07074
008478
0.10059
0.11816

013742
015822
0.18037
020357
0.22747

0.25164
0.27562
0.29837
0.32086
0.34105

035889
037391
038568,
0.39387
0.39822

039822
(L39387
(L3B568
0.373%1
0.35889

034005
032086
029887
0.27562
0.25164

0.22747
0.20357
0.18037
0.15822
0.13742

0.05730
(.06943
0.08329
0.09893
0.11632

0.13542
(L15608
0.17810
20121
022506

0.24923
27324
029659
031874
0.33312

0.35722
0.37255
0. 38466
0.39322
0.39797

0.39797
0.39322
0.38466
0.37255
0.35723

033912
031874
0.29659
027324
0.24923

022506
0.20121
017810
0, 15608
0.13542

005618
006814
0.08183
008728
0.11450

0.13344
0.15395
0.17585
0.19886
0.22265

0.24681
027086
0.29431
0.3165%
033718

0.35553
0.37115
(38361
0L39253
039767

039767
0.39253
038361
037115
0.35553

033718
031659
0.29431
0.27086
0, 24681

0.22265
0.19886
0.17585
0.15395
0.13344

0.05508
0.06687
DL0E03E
009566
011270

013147
(.15183
017360
0.19652
0.22025

0.24439
(.26848
0.29200
0.31443
0.33521

0.35381
0.36973
0.38251
0.39181
(139733

0.39733
0,39181
0.38251
036973
035381

0.33521
31443
029200
026848
24439

0.22025
0.19652
017360
015183
0.13147
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Table 7 (Continued )

z 000 001 002 003 004 005 006 007 008 0.09
L5 | 012052 012758 0.12566 0.2376 012188 012000 011816 0.11632 0.11450 (L11270
L6 | 011092 0.10915 0.10741 010567 0.10396 010226 0.10050 009893 009728 0.09566
L7 | 009405 009246 009089 008933 008780 008628 008478 0.08329 0.0B183  0.08038
LB | 007895 007754 007614 007477 007341 007206 007074 006943 0.06814 0.06687
L9 | 006562 006438 0.06316 006195 006077 005959 005844 0.05730 005618  0.05508
2.0 | 005399 005292 005186 005082 004980 004879 004780 004682 0.04586 D0.04491
2.1 | 004398 004307 004217 0.04128 0.04041 003955 003871 003788 0.03706 0.03626
2.2 | 003547 003470 003394 003319 003246 003174 003103 0.03034 0,02965 0.02898
2.3 | 002833 002768 002705 002643 002582 002522 002463 002406 002349 0.02294
2.4 | 002239 002186 002134 002083 002033 001984 001936 001888 0.01842 0.01797
25 | 001753 001709 001667 001625 001585 001545 001506 0.01468 001431 001394
2.6 | 001358 001323 001289 001256 001223 001191 001160 0.01130 001100 0.01071
2.7 | 001042 001014 000987 0.00961 0.00935 000909 000885 0.0086! 0.00837 0.00814
2.8 | 000792 0.00770 000748 000727 0.00707 0.00687 000668 0.00649 0.00631 0.00613
2.9 | 000595 0.00578 000562 000545 0.00530 000514 000499 000485 0.00470 0.00457
3.0 | 000443 000430 000417 0.00405 000393 000381 000370 000358 000348 0.00337
3.1 | 000327 000317 000307 0.00298 000288 000279 000271 0.00262 0.00254 0.00246
3.2 | 000238 000231 000224 000216 0.00210 000203 000196 000190 0.00184 000178
3.3 | 000172 000167 000161 000156 0.00151 000146 000141 000136 0.00132 0.00127
34 | 000123 000119 000115 000111 000107 000104 000100 0.00097 000094 0.00090
3.5 | 000087 000084 000081 000079 0.00076 000073 000071 000068 000066 0.00063
3.6 | 000061 000059 0.00057 000055 0.00053 000051 000049 0.00047 0.00046 000044
3.7 | 000042 000041 000039 000038 000037 0.00035 000034 000033 000031 0.00030
3.8 | 000029 000028 000027 000026 000025 000024 000023 000022 000021 0.0002]
39 | 000020 000019 000018 000018 000017 000016 000016 0.00015 000014 000014
4.0 [ 000013 000013 000012 000012 000011 000011 0.00011 0.00010  0.00010  0.00009
4.1 | 000009 000009 000008 000008 000008 000007 0.00007 000007 0.00006 0.00006
4.2 | 000006 000006 000005 000005 000005 000005 0.00005 000004 000004 0.00004
4.3 | 000004 000004 000004 000003 000003 000003 000003 000003 0.00003 000003
4.4 [ 000002 000002 000002 000002 -0.00002 0.00002 000002 0.00002 000002 0,00002
4.5 | 000002 000002 000001 000001 000001 000001 000001 000001 000001 0.00001
4.6 | 000001 000001 000001 000001 000001 000001 000001 000001 000001 0.00001
4.7 | 0.00001 000001 000001 000001 0.00001 000001 0.00000 000000 000000 0.00000
4.8 [ 000000 000000 000000 000000 000000 000000 000000 0.00000 0.00000 000000
4.9 | 000000 000000 0.00000 000000 000000 000000 000000 000000 000000 0.00000
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Tahle 9
Values of the

Standard Normal Cumulative Distribution Function

Tabulated Values: ®(z) = P(Z < z) = j I

A

e :2/( 2 d;

z |"000 001 002 003 004 005 006 007 008 0.09
4.5 | 000000 000000 0.00000 0.00000 000000 000000 G.O0000 (00000 000000 000000

4.4 | 000001 0.00000 0.00000 000000 000000 000000 000000 0.00000 000000 0.00000
=43 | 000001 000001 000001 000001 000001 000001 000001 000001 0.00001 0.00001
-4.2 | 0.00001 000001 000001 000001 000001 000001 0.00001 0.00001 0.00001 0.00001
-4.1 | 000002 000002 000002 000002 000002 0.00002 000002 000002 000000 0.00001
-4.0 | 000003 0.00003 000003 (.00003 000003 0.00003 000002 000002 000002 0.00002

-3.9 | 000005 000005 0.00004 0.00004 000004 000004 0.00004 000004 000003 0.00003
-3.8 | 0.00007 000007 0.00007 0.00006 0.00006 0.00006 0.00006 0.00005 0.00005 0.00005
=37 | 0.00011 000010 000010 0.00010 000009 000009 000008 0.00008 0.00008 0.00008
-3.6 | 000016 0.00015 000015 000014 000014 000013 0.00013 0.00012 0.00012 0.00011
-3.5 | 000023 0.00022 000022 000021 0.00020 0.00019 0.00019 0.00018 000017 000017

=34 | 000034 000032 000031 000030 000029 000028 000027 000026 000025 0.00024
=33 | 000048 DODOAT 000045 000043 000042 000040 000039 0.00038 0.00036 000035
=3.2 | 000069 000066 0.00064 0.00062 0.00060 0.00058 000056 000054 000052 0.00050
=31 | 000097 000094 0.00090 000087 000084 000082 0.00079 0.00076 0.00074 0.0007]
-3.0 | 000135 000131 000126 000122 000118 000114 0000111 000107 0.00104 000100

-2.9 | 000187 000181 OO0ITS 000169 000164 0.00159 000154 000149 0.00144 0.00139
-2.8 | 000256 (00248 000240 000233 000226 0.00219 0.00212 000205 0.00199 0.00193
-2.7 | 000347 000336 000326 000317 000307 000298 000289 0.00280 0.00272 0.00264
-2.6 | D066 0.00453 000440 000427 000415 000402 000391 000379 0.003568 0.00357
=2.5 | 0.0062) 000604 000587 O005TU 000554 0.00539 000523 000508 (LO0494 000480

-2.4 | 000820 0.00798 000776 000755 0.00734 0.00714 000695 0.00676 0.00657 000639
=23 | 001072 001044 001017 000990 (00964 000939 000914 (00889 0.00866 0.00842
=2.2 | 001390 001355 0.01321 001287 0.01255 001222 001191 001160 001130 0.01100
=21 | 001786 001743 001700 001659 (01618 001578 0.01539 001500 001463 0.01426
=2.0 | 002275 002222 002169 002118 002068 0.02018 0.01970 001923 001876 0.01831

=1.9 | 0.02872 002807 002743 002680 002619 002559 0.02500 0.02442 002385 0.02330
<1.8 | 0.03593 003515 003438 003362 003288 0.03216 003144 0.03074 0.03005 0.02938
=1.7 | 0.04457 004363 0.04272 0.04182 004093 004006 003920 0.03836 0.03754 003673
=1.6 | 005480 005370 005262 005155 005050 0.04047 004846 0.04746 004648 004551
-1.5 | 0.06681 006552 0.06426 0063001 0.06178 006057 005938 0.05821 005705 0.05592
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Z

0.00

0.01

0.02

003 004 005

0.07

0.09

-1.4
-1.3
-1.2
-1.1
-1.0

0.9
-0.8
0.7
-0.6
-0.5

-0.4
-0.3
-0.2

0.1
-0.0

0.0
0.1
0.2
0.3
0.4

0.5
0.6
0.7
0.8
0.9

1.0
1.1
1.2
1.3
14

L5
L6
1.7
1.8
LY

0.08076
0.09680
011507
0.13567
0. 15866

018406
0.21186
0.24196
0.27425
0.30854

(L34458
138209
042074
046017
050000

(. 50000
(0535963
0.57926
061781
(L.65542

69146
0.72575
0.75804
0.78814
081554

084134
086433
00,88493
0.90320
091924

093319
094520
0.95543
0.96407
097128

0.07927
0.08510
0.11314
0.13350
0.15625

012141
0.20897
0.23885
0.27093
0.30503

034080
037828
(41683
(45620
(49601

050399
L54380
058317
62172
Lasa10

0.69497
0.72907
076115
(L7903
D.E1859

0.84375
086650
(.88636
01.90490
0.92073

0.93448
0.94630
095637
(190485
0.97193

0.07780
0.09342
0.11123
0.13136
015386

017879
0.20611
0.23576
0.26763
30153

033724
37448
41294
045224
0.49202

050798
0.54776
0.58706
0.62552
0.66276

0.6984T
073237
0.76424
0.79389
0.82121

84614
.R6RG4
088877
090658
0.92220

(L93574
(94738
095728
26562
097257

0.07636
008176
010935
125924
015151

0.17619
0.20327
0.23270
026435
0.29806

0,33360
0,37070
040905
0.44828
0.48803

0.51197
055172
0.59095
0.62930
0666440

070194
0.73565
076730
079673
082381

84849
087076
089065
0.90824
092364

0936949
0194845
195818
{1,96638
0.47320

0L07493
00012
010749
0.12714
0.14917

017361
0.20045
0.22965
0.26109
0.29460

0.32997
0.36693
0.40517
(144433
(.48405

051595
0.55567
(159483
063307
067003

. T0540
0.73891
0,77035
0.79955
0.82639

(LB5083
N.8T286
0.89251
0.90988
0.92507

(93822
1.94950
0.95907
96712
0.97381

0.07353
0L.08E5]
0.10565
0.12507
0. 14686

0.17106
0.19766
0.22663
0.257%5
0.29116

(1.32636
036317
040129
(44038
(LARO0G

051994
0.55962
0.59871
0.63683
0.67364

0.70884
0.74215
077337
0.80234
0.82894

0.85314
L.BT7493
0.89435
0.91149
092647

(L93%43
0.95053
0.95994
0.96784
097441

0.07215
0,08692
010383
0.12302
(14457

0.16853
019489
0.22363
(0.25463
028774

0.32276
035542
0.39743
0.43644
(.4T606

0.52392
0.56356
0.60257
(64058
0.67724

0.71226
0.74537
077637
080511
083147

0,85543
087695
059617
0.91308
0.92785

094062
0.95154
0.96080
0.96856
0.97500

0.07078
OBS34
010204
0. 12100
014231

0. 16602
0.19215
0.22065
025143
(.28434

031918
0.3556%
039358
043251
047210

052790
(56749
(60642
0.64431
(.6R0E

0.71566
0.74857
0.77935
0.80785
0.83398

0.83769
0.87900
089796
0.91466
092022

0594179
95254
0.96164
0.26926
0.97558

0.06944
0.08379
010027
0.1 1900
0.14007

16354
0.18943
0.21770
(.24825
028096

0.31561
035197
(L.38974
042858
046812

(.53188
0.57142
0.61026
0.64803
0.68439

071904
075175
OTE230
081057
(LA3646

0.85993
083100
089973
0.91621
0930546

0.94295
0.95352
096246
0.96995
097615

0GEL]
00826
0.09853
011702
0.13786

016109
018673
0.21476
0.24510
0.27760

0.31207
(1L.34827
038591
042465
46414

0.53586
0.57535
408
065173
0.68T93

0.72240
0.75490
0.78524
0.81327
0.83891

086214
0.8R298
0.90147
091774
093189

94408
095449
096327
097062
0.97670
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Table 9 { Continued )

z 0.00 001 002 003 004 005 006 007 008 009

2.0 | 087725 097778 097831 097882 0.97932 097982 0.98030 0.98077 098124 0.98169
2.1 | 058214 098257 098300 098341 09E3B2 098422 0.98461 098500 098537 0.98374
2.2 | 098610 098645 098679 098713 096745 098778 0.98809 0.98840 (.98870 (.98899
2.3 | 098928 0.98956 098983 099010 0.99036 099061 0.99086 0.99111 0.99134 0.99158
24 | 099180 099202 099224 099245 099266 099286 099305 099324 099343 0.9936]

2.5 | 099379 099396 099413 099430 099446 099461 099477 099492 0,99506 0.99520
2.6 | 099534 099547 099560 099573 0.99585 099598 099609 099621 099632 099643
2.7 | 009653 0.99664 099674 099683 0.99693 099702 099711 0.99720 009728 0.99736
2.8 | 099744 099752 099760 099767 099774 099781 099788 099795 0.99801 0.99807
2.9 [ 099813 099819 059825 099831 099836 099841 099846 090851 099856 099861

3.0 [o0o09865 099869 099874 0.99E78 099882 OU98BE 099680 0.99893 099896 0,99900
31 | 009903 099906 099910 099913 099916 0Y991E 099921 099924 099926 099929
A2 | 099931 099934 099936 099938 099940 099942 0.99944 099946 0.99948 0.99950
3.3 | 099952 009953 099955 (99957 0.99958 0.99960 099961 0.99962 099964 0.99965
34 | 009966 0.99968 099969 099970 0.99971 099972 099973 0.99974 0.99975 0.99976

3.5 | 099977 099978 099978 099979 0.99980 0.99981 0.99981 0.99982 0.99983 0.99983
3.6 | 000084 090085 0.99985 0.09986 099986 (.99937 (.99987 0.99983 0.99988 0.99989
3.7 | 099980 099990 099990 099990 099991 099901 (99992 090992 099992 (99992
38 | 099993 099993 099993 (99994 0999094 (99994 (.99994 099995 099995 0.99995
3.9 | 009995 099995 099996 099996 099996 (.09996 (.99996 099906 0,99997 0.99997

0 | 099997 099997 099997 0.99997 0.99997 (99997 (.9999% (99998 (.99998 0.9999%
1 | 099998 099998 099998 099998 099998 0.99998 0.99998 099998 0.99999 (.99999
4.2 | 0.90999 0.99999 099999 099999 099999 (99999 (.99999 0.99999 (.99999 0.99999
4.3 | 099999 099999 099999 (99999 099999 099999 (.99999 099999 0.99999 0.99999
4.4 | 099999 099999 100000 1.00000 100000 1.00000 1.00000 1.00000 1.00000 1.00000
45

LOOOOO 100000 1L.O0D0D 100000 1.00000 1.00000 1.00000 1.00000 100000 1.00000
_—_—
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( Inverse Standard Normal Cumulative Distribution Function )

Quantiles of the Standard Normal Distribution

Tabulated Values:

o ]
z, = ®7'(p)

®(z,)=P(Zsz)= |

P dz = p
S :}Zn

&

p 0.000 0.001 0002 0003 0004 0005 0006 0007 0008 0,009
0,00 —oa -30902 -2.B7TE2 -2.7478 -2.6521 -25758 -2.5021 -24573 -2.4089 -2.3656
0,01 -3,3260 -2,2904 22571 22262 -2.1973 21701 -2.1444 -2,1201 20060 -2,0748
0.02 -20837 -20335 -2.0141 -19954 -19774 -1.9600 -1.9431 -1.9268 -1.9110 -1.B957
0,03 -1, BB08 -1.B663 -1.8522 -1.B384 -1.B250 -1.8119 -1.7991 -1.7866 -1.7744 -, 7624
0.04 =1.7507 -1.7392 17279 -1.7169 -1.7060 -1.6954 16849 .].6747 -1.6646 16546
0,08 -1,6449 -|.6352 -1.5258 -1.6164 -1.6072 -1.5982 -1.5893 -1.5805 -1.5718 .1.%632
0.06 «1.5548 -1.5464 -1.53B2 -1.5301 -1.5220 -1.5141 -1.5063 -1.4985 -1.4909 .].4833
0.07 -14758 -1.4684 14611 -14538 -14466 -1.4305 -1.4325 -1.4255 -1.4187 -14118
0.08 -1.4051 -1.3984 -1.3917 -1.3852 -13787 -1.3722 -1.3658 -1.350§ -1.31532 -1.3469
009 <1LM0E -1.3346 -1.3285 -1.3225 -1.3165 -1.3106 -1.3047 -1.2988 -1.2930 -1.2873
0.10 -1.2816 -12759 -12702 -1.2646 -1.259]1 -1.2536 -1.2481 -1.2426 -1.2372 -1.2319
011 -1.2265 -1.2212 -1.2160 -1.2107 -1.2055 -1.2004 -1.0952 -1.19001 -1.1850 -1.1800
0.12 -1.1750 -L.1700 -1.1650 -1.1601 -1.1552 -1.1503 -1.1455 -1.1407 -1.1359 -1.1311
0.13 =L1264  -1,1217 -L1170 -1.1123 -11077 -1.1031 -1.0985 -1.0939 -1.0893 -1.0848
0.14 -1L.OB03 -1.0758 -1.0714 -1.0669 -1.0625 -L0S581 -1.0537 -1.04%4 -1.0451 -1.0407
0.15 -1.0364  -1.0322 -1.0279 -1.0237 -1.0194 -1.0152 -1.0110 -L.0069 -1.0027 -0.9986
016 09945 -D9904 -DOB63 -09822 -DOTE2 09741 -09701 -0.9661 09621 -0.9581
017 -0.9542 -09502 -09463 -0.9424 -0D93B5 -0.9346 -09307 09260 -0.9230 00192
018 09154 -D9116 -09078 -D.9040 -09002 08965 -0.8927 -0BEOO -0.8853 -0.BE16
019 08778 08742 08706 08669 -0.8632 -0.8596 -0.8560 -0.8524 -0.B488 -0.8452
0.20 418416 -0.8381 08345 -0.8310 -0.8274 -0.8239 -08204 -0.8169 -08134 -0.8099
021 0.8064 -D.8030 -0.7995 -0.7961 -0.7926 -0.7892 -0.7858 -0.7824 -07790 -A.7756
0.22 07722 07688 -0.7655 -D.7621 -0.758% -D.7554 -D.7521 -D.74ER 07454 07421
0.23 -0.7388 07356 07323 07290 -D.7257 07225 -0.7192 07160 -0.7128 -0.7095
024 07063 07031 06999 -0.6967 -06935 -0.6903 -0.6871 -06840 -D.6808 06776
025 06745 06713 -0.6682 -0.6651 -06620 -0.6588 -0.6557 -0.6526 -0.6495 -D6d464
.26 06433 -0.6403 -06372 06341 -0.6311 -0.6280 06250 06219 -0.618% -D.6158
0.27 -1.6128 -0.6098 -0.6068 -0.6038 -0.6008 -0.5978 -0.5948 -0.5918 -0.588% -0.5838
0.28 -0.5828 -0.5799 05769 05740 -05710 -0.5681 -0.5651 05622 -0.5592 05563
0.29 -0.5534 05505 -05476 -0.5446 -05417 05388 -05359 05330 -0.5302 05273
0.30 -05244 05215 -05187 05158 -05120 05101 -0,5072 05044 05015 04937
0.31 04958 04930 -04902 -D487T4 -DA4845 04817 -04789 -0.4761 -D4733 04705
0.32 04677 04649 -04621 04593 -04565 04538 04510 -0.4482 -04454 -0.4427
0.33 04390 04372 -04344 04316 04280 04261 -04234 04207 -04179 -04152
0.34 04125 04007 04070 -04043 -D4016 -03989 -0.3961 -03034 -03007 -0.38B0
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P 0.000 0001 0002 0.003 0004 0005 0006 0007 0.008 0.009
0.35 {13853 -0.3826 03799 03772 -03745 03719 03602 03665 -03638 -03611
036 {3585 -0,3558 -0.3531 03505 -D.347R 03451 03425 03398 03372 03345
0.37 03319 203292 03266 -0.3239 03213 03186 03160 -03134 03107 -0.3081
038 413055 -0.3029 03002 -0.2976 -0.2950 -02924 -0.2898 -D2871 02845 02819
0.39 2793 -0.2767 <0274 -D2715 -0.2689 -0.2663 -0.2637 -D2611 -0.2585 02559
.40 02533 02508 02482 02456 -D2430 02404 02378 -D2353 02327 02300
0.41 02275 02250 -0.2224 02198 02173 02147 -0.2121 -0.2096 -0.2070 02045
0.42 02019 -0.1993 01968 -0.1942 -D.1917 -0.1891 -0.1866 -0.1840 -0.1815 -0.1789
0.43 01764 01738 00713 00687 00662 -0.1637 -0.0611 -0.1586 -0.1560 -0.1535
.44 0500 <0484 -0,0459 01434 -0.1408 -0.1383 01358 -0.1332 01307 -0.1282
0.45 4,1257 41231 -0.0206 00181 -01156 -0.0130 01105 -0.1080 -0.1055 -0.1030
.46 0004 00970 00954 00929 00004 00478 -0.0B53 00828 -0.0803 -0.0778
0.47 4.0753 -0.0728 -00702 00677 -D0652 00627 -0.0602 00577 00552 -0.0527
0.48 4.0502 -0.0476 -00451 -00426 -00401 -00376 -0.0351 00326 -0.0301 -0.0276
.49 A.0251  -0.0226 -00200 00175 -DO01SD -0.0125 -0.0100 00075 00050 -0.0025
050 00000 00025 00030 00075 00100 00125 00150 00175 00200 00226
0.51 00251 00276 00301 00326 00351 00376 00401 00426 0451 00476
0.52 0.0502 00527 00552 00577 00602 00627 00652 00677 0.0702 00728
0.53 0.0753 00778 00603 00828 00853 O00E7TE 00904 00929 00954 00973
0.54 01004 00030 01055 00080 00105 01130 01156 01181 01206 0.1231
055 01257 01282 01307 013327 0.1358 01383 0.J408 01434 01459 0.1484
.56 0.1510 00535 01560 01586 00611 001637 00662 01687 01713 01738
0.57 0,1764 01789 01815 01840 01866 01891 0917 00942 01968 01993
0.58 0.2019 02045 02070 02096 0.2121 02147 02173 02198 02124 02250
0.59 02275 02301 02327 02353 02378 02404 02430 02456 02482 0.2508
.60 02533 0.2559 02585 02611 02637 02663 02689 02715 02741 02767
.61 02793 02819 02845 02871 02898 02924 02950 02976 03002 03029
0.62 03055 03081 03107 03134 03160 03186 03213 03239 03266 03292
0.63 0,3319 03345 03372 03398 03425 03451 03478 03505 03531 03558
0.64 03585 03611 D3638 03665 03692 03719 03745 03772 03799 03826
0.65 03853 03830 03907 03934 03961 03989 04016 04043 04070 04097
0.66 04125 04152 04179 04207 04234 04261 04289 04316 04344 04372
0.67 04390 04427 04454 04482 04510 04538 04565 04393 04621 04649
0.68 04677 04705 04733 04761 04789 04817 04845 04874 04902 04930
0.69 04958 04987 05015 05044 05072 05101 05129 05158 05187 05215
0.70 0.5244 05273 05302 05330 05350 05388 05417 05446 05476 05505
0.71 0.5534 05563 05592 05622 05651 05681 057100 05740 05769 05799
0.72 0.5828 (0.5858 05883 05918 05048 05978 06008 06038 OG0GE 0.609
0.73 0.6128 06158 06189 06219 06250 06280 06311 06341 06372 06403
074 06433 06464 06495 06526 06557 06338 06620 06651 06682 06713
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Table 10 (a ) { Continued ) and Table 10 (b}

P 0000 0.001 0002 0.003 0004 0005 0006 0007 0008 0.009

075 06745 06776 06808 06840 06871 06903 06935 06967 06999 0.7031
0.76 07063 07095 07128 07160 07192 07225 09257 07290 07323 0735
0.77 07388 07421 07454 07488 07521 07554 07588 07621 07655 (L7688
0.78 0.7722 07756 07790 07824 07858 07892 07926 07961 07995 0.8030
079 0a064 05099 08134 08169 08204 08239 08274 0830 0O8M3 08381

(.50 08416 08452 08488 08524 08560 0859 08632 08669 05706 08742
0.81 08779 ©O.8816 0.8853 08390 08927 08965 09002 09040 09078 09116
0.82 09154 09192 09230 09269 09307 09346 09385 09424 09463 09502
0.83 045542 09581 09621 09661 09701 09741 09782 09822 09863 09904
.84 0.9945 09986 1.0027 10069 1.0010 10152 1.00194 10237 10279 1.0322

.85 10364 10407 10451 10494 L0537 LOSELD 10625 L0669 10714 10758
86 1.0803 L.0OB48 1.0893 1.0939 L0985 L.1031° 1077 L1123 LO70 L1217
087 LI264 11311 11359 11407 L1455 11503 11852 L1601 11650 11700
.58 11750 LIBOD L1830 1.1901 11952 L2004 12055 12107 12160 12212
0.89 1.2265 12319 12372 12426 12481 12536 12591 L2646 1.2702  1.2759
.90 1.2816 12873 12930 12988 13047 13106 13165 13225 13285 1.3M6
0.91 1.3408 13460 13532 13595 13658 13722 1A7BT 1382 13917 1.39R4
0.92 14051 14118 14187 14255 14325 14395 14466 14538 14611 14684
0.93 1.4758 14833 14909 14985 15063 15141 15220 153001 15382 15464
0.94 1.5548 15632 15718 1.5805 15893 15082 1.6072 1.6064 1.6258 1.6352
0.95 1.6449 16546 L6646 1.6747 16840 16954 L7060 L7169 17279 17392
0.96 1.7507 L7624 17744 L7866 17991 L8119 1.B250 L8384 1.BS22  1.3663

0.97 1.8808 18957 1.9110 1.9268 19431 19600 1.9774 19954 20141 20335
0.98 20537 20748 10069 Z1ID1 20444 20701 21973 22362 22571 22904
0.99 23263 23656 24089 24573 25121 25758 2.6521 27478 2ETE:  3.0902
1.00 oo

Table 10 (b)
Specific Quantiles of the Standard Normal Distribution

Tabulated Values: z = @~ '(p)

= o 1 —zszfl =
®(z,)=P(ZSz))= _[—-Eﬂ—.-_: dz = p

=

=B

p |00005 0001 0005 001 0025 005 010 0.20 030 040

Zp |-3.291 -3.090 -2.576 -2326 -1.960 -1.645 -1.282 -0.842 -0.524 -0.253

P 0.60 070 080 09 095 0975 0990 0995 0999 0.9995
Zp | 0253 0524 0842 1.282 1645 1960 2326 2576 3000 3.291
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Table 11
Quantiles of the Chi-square Distributions
Tabulated Values: X f: 5 3
i
F[xE;FJ”Pfx:SIE:p]= J fx*)dyr = p
]
2 2 2 2

V. | X80s Xbowo Xdoas Xdoso X0 Xiso Xbsso Xdsrs XEoso Xdoss
1( 000 000 000 000 002 271 384 502 663 788
2| 001 002 005 010 021 4.61 599 738 921 1060
3| 007 011 022 035 o058 625 781 935 1134 1284
4| 021 0.30 0.48 0.71 1.06 7.78 949 1114 1328 14.86
5| 041 0.55 0.83 1.15 1.61 924 1107 1283 1509 1675
6| 0.68 0.87 1.24 1.64 220 1064 1259 1445 1681 1855
7099 124 169 217 28 1202 1407 1601 1848 2028
8| 134 165 218 273 349 1336 1551 1753 2009 2195
9| 173 200 270 333 417 1468 1692 1902 2167 23.59
10| 216 256 325 394 487 1599 1831 2048 2321 25.10
11| 260 305 382 457 558 1728 1968 2192 2473 2676
12| 307 357 440 523 630 1855 21.03 2334 2622 2830
13| 357 411 501 580 704 1981 2236 2474 2769 2987
14| 407 466 563 657 779 21.06 2368 2612 2914 31.32
15| 460 523 626 7.26 855 2231 2500 2749 3058 32.80
16 | 514 581 691 796 931 2354 2630 2885 3200 3427
17| 570 641 756 867 1009 2477 2759 3019 3341 3572
18| 626 701 823 939 1086 2599 2887 3153 3481 3716
19 | 6.84 763 891 1012 1165 2720 30.14 3285 3619 3858
20| 743 8.26 259 1085 1244 2841 3141 3417 3757 4000
21 | 8.03 890 1028 1159 1324 2962 3267 3548 3893 4140
22 | 8.64 954 1098 1234 1404 3081 3392 3678 4029 4280
23| 926 1020 11.69 13.09 1485 3201 3517 3808 4164 4418
24| 9.89 1086 12.40 1385 1566 3320 3642 3936 4298 4556
2511052 1152 1312 1461 1647 3438 3765 4065 4431 4693
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v

2
X0.005

2
Koo

2
Xoozs

9
Xo.0s0

2
Xo.100

2
Xo.900

2
X950

2
Aogrs

2
X0.990

2
Xog9s

cE8ENR

GE2HhEL 882498 BKeEBER

EREga

95
100

11.16
.11.81
12.46
13.12
13,79

14.46
15,13
15.82
16.50
17.19

17.89
18.59
19.29
20.00
20.711

24.31
27.99
31.713
35.53
39.38

43.28
4721
51.17
55.17
59.20

63.25
67.33

12.20
12.88
13.56
14.26
14.95

15.66
16.36
17.07
17.79
18.51

19.23
19.96
20.69
21.43
22.16

25.90
297
33.57
37.48
41.44

45.44
49.48
33.54
57.63
61.75

65.90
70.06

13.34
14.57
15.31
16,05
16,79

17.54
18.29
19.05
19.81
20.57

21.34
22.11
22.88
23.65
24.43

28.37
32.36
36.40
40.48
44.60

48.76
52.94
57.15
61.39
65.65

69.92
7422

15.38
16.15
16.93
17.71
18.49

19.28
20.07
20.87
21.66
2247

23.27
24.07
24.88
25.70
26.51

30.61
34.76
38.96
43.19
47.45

51.74
56.05
60.39
64.75
69.13

73.52
77.93

For valuesof v > 100, the quantity

about mean 1I|I'E v =1 with wnit variance.

17.29
18.11
18.94
19,77
20.60

21.43
22.27
23.11
23.95
24.80

25,64
2649
27.34
28.20
29.05

33.35
37.69
42.06
46.46
50.88

33,33
59.79
64.28
68.78
73.29

77.82
82.36

35.56
36.74
37.92
39.09
40.26

41.42
42.58
43.75
44.90
46.06

47.21
48.36
49.51
50.66
51.81

57.51
63.17
68.80
74.40
7997

85.53
91.06
96.58
102.08
107.57

113.04
118.50

38.89
40.11
41.34
42.56
43.77

44.99
46.19
47.40
48.60
49.80

51.00
52.19
53.38
34.57
535.76

61.66
67.50
73.31
79.08
84.82

50.53
96.22
101.88
107.52
113.15

118.75
124.34

41.92
43,19
44.46
45.72
46.98

48.23
49.48
30,73
31.97
53.20

54.44
55.67
56.90
58.12
39.34

65.41
71.42
77.38
83,30
39.18

95.02
100.84
106.63
112.39
118.14

123.86
129.56

45.64
46.96
48.28
49,59
50.89

52.19
33.49
34.78
56.06
37.34

58,62
59.89
61.16
62.43
63.69

69.96
76.15
82.29
88.38
9442

100.43
106.39
112.33
118.24
124.12

129.97
135.81

48.29
49.65
5099
5234
53,67

35.00
36.33
57.65
58.96
60.27

61.58
62.88
64.18
65.48
66.77

73.17
79.49
85.75
81.95
98.10

104.21
110.29
116.32
122.32
128.30

134.25
140.17

2 x* may be taken normally distributed
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Table 12 Quantils of the Student's f -Distributions

Tabulated Values: Gy Kive
Fa, )=PHT st )= [ fydi=p

v fopoos — To.o01 fhoas Tomo  fooxs  foooso  fouoo  To2m
1 -f36.58 -318.29 -63.656 -31.821 -12.706 -h314 -3.078 -1.376
2 -31.600 =22.328 -0.925 -f.96H5 4,303 =2.920 -1.B86 -1.061
3 12024 -10.214 -5.841 4,541 3,182 -2.353 -1.638 0978
+ -8.610 STAT3 4 604 =3.747 -2, 776 -2.132 -1.533 <004
L1 R0 -5.804 4032 -3.365 1571 =2.015 -1.476 0,920
1] <5959 -5.208 =3.707 -3.143 2447 =1.943 =1.440 0,906
7 =3.408 -4, TRS -3.499 -3.998 =2.365 =1.895 -1.415 [ 896
8 -5.0410 -4.501 -3.355 -2.806 -2.306 =1.860 -1.397 -(.889
9 -1 78] -4.247 -3.250 -2.821 -2, 2632 -1.833 -1.383 .883

mn -4.587 -4, 144 -3, 169 -2.764 -2 228 -1.812 -1.372 0,879
11 -4.437 -4, 025 =3, 106 -2 718 -2.201 -1.7496 -1.363 276
12 4318 =3.930 -3.055 -2.681 2179 -1.782 -1.356 0,873
13| 42m 3852 3012 2650 <2160 1771 1350 -D.87D
14 =4.140 -3, 787 2077 -2 624 -1 145 -1.761 -1.345 -[L.R68
15 4075 -3.733 2047 -2.602 =313 -1.753 -1.341 [0, &66
16 4015 -3.686 -2.921 -2.583 -2.120 -1.746 -1.5317 (L8265
17 -3.905 -3.646 -1.898 -2.567 -2.110 -1.740 -1.333 {1,863
18 30922 -1610 -1ETR -2.552 -2.101 -1.734 -1.330 [LB62

19 -3.883 -3.579 -2.861 -2.539 -2.003 -1.729 -1:328 -0.861
0 -3.850 3332 -2.845 -1.528 -1.086 -1.725 -1.325 -0.860

21 3819 3527 2831 -2.518 -2080 -1.721 -1.323 -0.859
e =3.792 -3.5305 -2519 =2.308 -2074 -1L.717 -1.321 7 -DESR
b -3.764 -3A85 -2.807 -2.500 -2.0649 -1.714 -1.319 -0.858
4 -3.745 -346T -2.797 -2.492 -2.064 -7 -1.318 -(L85T
25 -3.725 -3.450 -2.787 -2485 -2.060 -1.708 -1.316 -0.856

6 -3707 -3.4315 -2 7719 -2.479 -2.056 -1.706 -1.315 -0.856
17 -3.689 <3421 277 -2.473 -2.052 -1.703 -1.314 -0.855

F. ] -3.674 -3408 -2, 763 -2.467 -2.048 -1.701 -1.313 -0.855
2% 30 - 23396 -2.756 -2.462 -2.043 -1.699 -1.31 0854
k1] -3.646 -3.385 -2.750 -2.457 -2.042 -1.697 -1.310 0,854
A5 =359 - <3340 -2.724 ~2.438 -2.030 = 1690 -1.306 -0.852
40 =3.551 =3.307 -2.704 =2.423 -2.021 =1.684 =1.303 -LR51
45 -3.520 -3.281 -2.690 -2.412 -2.014 -1.679 -1.301 -0.850
0 -3.496 -3.261 1678 -2.403 -2.008 =1.676 -1.299 -0.849
0l =3.460 =3.232 =2.660 2,390 =2.000 =1.671 -1.296 <0848
T -3.435 =321 -2.648 -2381 -1.994 1867 -1.2594 (.87
&0 -3416 -3.195 -2.639 -2374 -1.990 -1.664 1292 -0.846
o0 -3.402 3. 183 -2.632 -2.368 -1.987 =1.662 -1.291 -0.846
100 -3.3490 -3.174 -2.626 -2.364 -1 984 =1.660 =1.290 -(.8435
00 -3.340 -3.131 -2.601 -2.345 -1.972 -1.653 -1.286 -0,843
00 -3.310 -5.107 =2.586 -2.334 -1 965 -1.648 -1.283 -0.842
1040 -3.300 -3198 -2.381 -2.330 -1 962 -1.646 -1.282 -0.842
oo -3.290 =300 -2.576 -21326 -1.960 -1.645 -1.282 -0.842

-
(=3
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Table 15 (Confinued ) Random Digits

64119 11674 34433 B80653 25321 17230 77512 232717
90487 B4735 18567 06167 25868 89254 44284 36531
33487 12940 B1066 03932 22995 63819 93008 91036
59084 16322 61468 10892 452903 632002 61615 63042
28392 11748 93258 38469 66641 21238 89783 73263
18843 06459 38892 16345 52877 37816 64420 74941
16775 44189 86040 70478 08742 51497 72241 S3739
37215 38833 35809 56718 BBBG6S §89718 64221 §7313
70428 14106 67084 16900 57991 27293 24933 67225
75540 43367 66893 62172 52680 29871 43473 92425
35011 B1643 83608 00358 67205 90420 21093 81661
45256 B5777 49392 34030 01333 73306 37140 29328
27450 75061 90673 87307 61117 02154 45530 75927
83211 90459 11077 61617 45434 74188 74107 04174
01081 95300 458233 17135 20818 10232 27402 17652
43733 66312 89736 61899 71169 44481 02216 24818
85795 B30537 55595 03599 84502 21021 05600 39627
83906 04170 86180 25240 22555 76362 77569 313507
01781 16820 B1576 60679 92598 60516 24450 50498
B6319 B2730 96410 23505 89424 73665 06425 41488
15142 70090 66357 39584 27701 19869 91501 20927
47858 87100 82344 27498 62815 31773 71180 04575
50841 64632 02451 73548 87668 53544 54121 75902
72075 27307 77034 98096 39624 20637 45372 B88909
53553 76957 65153 56256 70384 17137 4B864 736473
29024 82572 64194 37612 12688 52138 38805 63458
16510 51461 58797 41945 54267 81621 92317 01977
35930 46033 07817 48020 63293 85080 17929 13394
93483 24150 20013 58713 85030 63067 68492 16757
81151 20032 06443 98872 85398 54162 46466 20674
69469 87910 96381 79558 27127 07147 41653 42271
83151 73238 34258 66251 25888 63555 30446 96100
64963 05580 18568 61200 61639 24896 06224 32626
22341 49421 BES3IE 38456 16923 17510 91239 24956
76616 74956 71033 44945 B9275 64612 01573 68408
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Random Digits

31531 48095
50202 162135
34172 04973
55867 54715
76360 72976

50418 36528
29733 41389
38103 2535361
04223 88352
40722 28253

2609% 76287
95426 82300
40001 45549
31005 19057
96511 B8634

20508 44694
IBTLT 330112
23972 68014
63236 19222
Di1115 38537

78952 21090
21570 115246
64788 76012
T6881 06219
47005 54849

42034 B366G8
55862 47528
37581 037356
68477 70249
09070 04575

35663 61707
24142 31078
65680 88011
02463 28512
18327 357740

01630
510440
01793
239273
01760

69287
77388
49260
09073
238527

45241
16743
61549
68167
18992

B3l2%
476435
933135
54061
52434

T4575
01095
20007
22328
32483

Bo405
68543
61884
61999
g5717

46088
68713
55416
10051
74715

57113
99934
67995
80668
44282

39951
35630
82008
84483
57504

45147
18001
91297
89797
B6R 94

85287
30384
88123
82027
1LB506

92675
54467
L6220
18374
71661

40782
45201
23279
98149
90053

87555
95984
41472
56376
66557

44739
T4608
25390
84573
98731

82973
03351
20327
50064
91017

BEEO0O1
39763
D5432
15253
36573

2ET
11018
16285
071613
77530

27835
T4764
69643
33474
491913

37789
56625
39380
38343
49422

T6487
10349
859235
11857
11527

26312
96802
83861
36067
B3550

27655
77534
250489
76376
88325

28415
28192
92682
97775
102675

86908
20368
B 6222
23134
79390

36745
793599
17338
TT1%5

80388

58788
11720
05006
48367
19690

33611
92823
23177
62148
219132

68345
38402
31324
22915
121813

839015
65027
31321
06764
69274

21056
43383
62538
21638
71836

8233
311351
14871
15994
71266

68946
35026
18589
11584
73113

54635
D6 4488
52357
29498
69543

05324
43623
52339
70168
L7073

68221
73813
22329
95681
098503

11430
35853
14642
66908
66864

88190
95093
BO0O338
451335
44024

06921
3B065
09893
70102
TO547

29473
51879
43843
20068
T7841

27877
21503
ODE 89
70442
09691

72969
26740
58849
10288
06014




Table 15
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Random Digits

{ Blocked merely for convenience )

51 1%1
63523
02991
80738
87774

56926
89382
BESBO0
297687
02602

08978
B3206
91653
77158
10635

72693
04689
16625
79042
43350

209319
54980
91642
83634
48621

58238
57648
38550
02158
18829

991255
20474
81283
37412
246473

60012
40697
62570
16786
17396

46055
91375
42057
24084
28542

T0087
86175
108635
ET7B01
61930

93372
64783
91809
24811
35640

29266
68981
99423
32671
89555

31378
6O646
65767
97699
30585

09599
79815
42417
11624
29187

53169
91282
65237
01206
jd4le60

16021
67039
25479
39260
04512

20563
36552
67832
66190
15186

04634
657992
65745
28281
42482

13007
45638
§2242
64 868
03308

81652
74784
52579
48018
69139

34793
58182
68463
18164
236635

63212
68120
61795
38202
57570

B5746
94735
50229
43521
94080

97243
47171
48386
83858
68532

18810
33700
823125
35789
67223

200091
207381
10390
80365
74958

03074
66776
23103
895953
67181

81877
91065
70505
05530
01038

46285
94872
85791
46772
01756

92962
42556
33182
09965
179189

00593
40389
BO390
45838
76680

41336
46813
62054
40755
11246

64197
25282
TO643
B0O733
37645

TT520
27930
67376
76630
09902

06984
46339
99724
D1983
64170

57542
73262
43326
90176
60142

71025
F19:13
50649
d8876
37019

33371
17157
36501
24976
97944

82463
B4656
17324
33337
TE154

16443
96238
44658
64605
40607

91014
04533
60452
23043
09218

192701
45712
67320
36286
50433

21616
22126
80040
B77912
80909

36479
11235
24974
47985
207413

94475
34321
29560
47020
10970

34823
72103
78129
99974
76075

27779
56215
97192
00427
59152

689346
14589
48108
95199
36717

89401
74215
11375
19312
BETI1G

74487
93500
712265
79475
01918

99619
39872
D2352
07695
50808

20863
55811
17288
950835
42605

982613
41266
34381
§5221
37544

14942
29242
23376
32963
64219

60941
091353
80838
06153
20011

74699
3ATTad
60426
07252
473354




301
Table 12 ( Continued )

v toson ~ ‘nsoo  Tosso  fogrs  Tosso  foges  To99e  Toogees
1| 137 3078 6314 12706 31821 63656 31829 AI6SH
2| 1061 L.486 2,920 4303 £.965 9035 22318 31600
3| oo 1.638 2353 3,182 4541 5.841 10214 12924
4| oo 7.000 2132 2776 3747 4,604 7.173 E.610
5| 03920 1476 2015 2571 3,365 4,032 5,594 6.869
6| 0906 1.440 1943 2447 5.143 1707 5,208 5.959
7| 089% 1.415 1.895 2365 2,994 1,499 4785 5408
g | o889 1.397 1860 - 2,806 3.355 4.501 5041
o | oss3 1383 1813 2262 2821 3250 4297 4,781
10| 0879 1.372 1812 2228 2764 1169 4144 4587
1| o8 1.363 1.796 2201 2718 1,106 4025 4477
12| o087 1.356 1,982 2,179 2.681 3055 1930 4318
13| osmw 1.350 L7 2.160 2.650 3.012 3.852 4130
‘14 | 0868 1,345 1.761 2,143 2624 2977 3787 4.140
15| 0866 1.341 1.753 2,131 2602 2947 3,733 4073
16 | 0865 1.337 |.746 2,120 2,583 2921 1686 4015
17 | 0863 1.333 1.740 2110 23567 2,898 3646 3.965
18 | 0862 1,330 1.734 2.101 2552 2878 1610 1922
19| 0861 1.328 1.729 2093 2539 2861 3579 3,883
w0 | 0860 1.335 1.725 2086 2,578 2545 3551 3.850
21| 0859 1.323 1.721 2 2518 2831 1527 3419
22 0658 1.321 1.717 2074 2308 2.51% 3.505 3192
23 | 0858 1.319 1714 2 69 2,500 2807 3,485 3.768
24 | 0857 1318 1711 2064 2491 2797 3467 3.745
25 | 08356 1.316 1708 2 060 2485 2787 1,450 3725
2% | 0856 1315 1.706 2.056 2479 2779 1435 3707
21| o855 1314 1.703 2052 2473 2771 3421 1589
2% | 0855 1.313 1.701 2043 2467 2,763 3,408 3674
29 | 0854 1311 1.699 2.045 2.462 21756 1396 3,660
30| 0854 1310 1.697 2042 2457 2750 1385 3646
35 | 0852 1.306 1.680 2030 2.438 2724 3.340 3591
40 | 0851 1.303 1.684 2021 2423 2704 3307 3551
45 | 0850 1.301 1.679 1014 2412 2690 1,281 3.520
S0 1 0840 1.299 1676 2,004 2,403 2678 3261 3,496
60 | 0848 1.296 1671 2,000 2,390 2660 3232 3460
7 | o847 1.294 1667 |.994 2381 2648 3.211 3435
JBD | 0846 1.202 1.664 1.990 2374 2639 3,195 3416
90 | 0845 1.291 1.662 1.987 2.368 2632 3,183 3.402
100 | 08435 1.290 1.660 1.984 2.364 2,626 3174 3,390
200 | 0.843 1.286 1.653 1972 2.345 2601 3131 3.340
so0 | 082 1283 L6498 | 965 2334 1586 3107 3110
won | 0842 1.282 1646 1.962 2330 2581 1008 3300
= 01.842 1.282 1.645 1.960 2326 2.576 3090,  3.290

ﬁﬁ
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Table 15 (Continued ) Random Digits

40887 08843 04158 17766 62048 12460 67670 74160
39769 98382 42082 74472 65978 83223 15014 85530
19071 77964 57117 11438 43497 43734 92867 97585
11872 05718 35665 37597 16967 99887 17300 73206
18585 93417 38142 23635 33162 62992 40636 45108

08873 45777 86663 21681 27600 76307 21629 72281
B6461 23620 76270 06756 86623 52599 19009 29505
39029 73019 40640 26037 48449 11424 §4280 49349

80117 27669 53375 53797 22612 03658 91474 33821
63750 55833 99135 54259 06904 30371 60548 11847
07933 53878 47608 20735 95654 37742 78738 05297
90675 35073 95773 02817 93162 01159 07621 833013
53674 32002 85103 63110 06773 82875 56382 83653
85478 97431 16401 97445 79732 62706 52829 75290
36897 27107 94133 85891 81015 338907 10552 10327
98500 76027 25552 60626 43973 58516 11768 55230
37490 45221 23528 31596 76135 98432 36975 244177
21739 23468 28295 24608 16619 92676 60771 85960
26995 12579 33151 87529 05453 480351 58565 13699
47418 24554 98181 92334 77016 80723 76616 92913
40921 34239 08148 85563 10233 66315 02912 08024
75463 02620 43318 73497 74035 85246 03539 51573
03820 97524 70314 08956 66818 93279 27211 16494
487352 85933 57113 65075 90696 57472 69000 12551
735275 97488 50896 13800 08785 20256 18768 16758
32521 35461 01764 26246 39689 79662 30141 91204
32933 29941 78600 67557 84177 88316 04789 59504
36958 2RB914 51729 49889 72203 62534 38924 93045
32470 85046 67117 38300 09237 06639 63399 B6652
62177 87069 B80588 74671 03078 43562 03669 11672
28633 0B504 02639 29316 44232 39546 86271 30435
80557 84859 47794 99929 37987 94291 77088 50814
45958 50321 14660 96664 01769 54657 26878 09854
41041 B9788 80677 06772 58746 77404 0B983 36131
30208 02012 9533] 85327 13841 60117 57560 16089

%




305
Table 15 (Continued ) Random Digits

6284% 00522 32055 29561 58517 19929 83971 70323
06811 918987 05203 86806 B7265 20684 93421 49909
67843 71012 91317 11850 55739 89929 92120 99018
11790 61854 25065 6B551 90495 52856 49057 2358512
64049 55624 94564 31454 78018 30714 54557 31052

B9196 92205 48557 25271 66936 46962 32488 01932
16921 39390 40432 57520 B7502 51384 96731 42587
20268 78442 13053 72094 28927 17295 66070 71988
42626 67896 24331 40302 10069 60936 67698 15789
97655 11384 03388 21018 86708 02003 26908 56576

59851 19594 36606 04785 66944 95565 30956 15639
532231 97891 14874 26875 95552 99342 47143 88600
61374 55721 90149 22485 8803 EF 36064 31176 74623
30394 63965 95392 B28B32 21216 38066 73824 97836
01788 53424 23319 B9682 00349 74446 E3068 46308

40999 74948 16189 29405 22474 64236 15007 BO316
47470 51792 39382 60203 84439 67503 34787 58110
84513 28834 76355 83630 64225 92487 07184 24185
14877 08250 42031 54551 71282 82738 39716 09478
94907 32201 11546 45077 66448 2B855 B85997 81534

B4030 59987 44352 44464 98518 31405 82173 31918
96852 67153 25335 33979 43567 45784 76893 54639
82112 87617 10760 71019 29265 16822 96916 59378
20200 92128 68970 37019 75253 99522 7103% 32200
JO793 14699 61780 41828 96823 37605 1D730 69368

64221 27958 87404 01566 571826 40849 62722 22G10
00229 98223 51878 76770 71732 04278 58647 43183
44690 06767 907835 53321 42019 91558 79286 61771
74392 33377 69104 38737 12941 79558 24274 38371
01635 191'98 13051 16211 235200392017 269635 9. 07463

70808 52913 0290837295 83282 B6&2Z51 55547 27096
12068 06067 16117 64197 56341 99804 04531 73117
I8341 69023 92785 97762 94819 43484 92195 08199
52050 26218 70204 D9953 93050 |9B38 0BG642 71426
76422 73257 94285 95955 55890 27843 86208 70366




Drugs drag you down, down, ......... till you are under the ground.
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